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Editorial Note 

 

 

Bhutan HydroMet Journal was started in 2022 and the first volume of the journal was launched 

successfully on 28th June 2022 during the 8th Board Meeting of National Centre for Hydrology 

and Meteorology. With the objective to institute research culture in the field of hydrology, 

meteorology, climate studies and cryosphere both within and outside the Centre, the editorial 

team for the Bhutan HydroMet Journal is happy to bring out the third volume of the journal 

with four scientific articles. Although the Bhutan HydroMet Journal is in its second year of 

publication, the editorial team has made all effort to follow the standards of international 

scientific journals. The aim of this journal is to disseminate the science-based information 

generated through extensive research process to the readers and particularly to the planners and 

decision makers to enable them to take decisions and make plans accordingly. Therefore, we 

hope that through this journal the scientific communities, students, decision makers, planners 

and general public will be greatly benefited. The editorial team would like to acknowledge all 

the support received from the management of the Centre in bringing out the second volume of 

Bhutan HydroMet Journal. We also would like to express our sincere gratitude to all the authors 

for their cooperation and tireless effort in finalizing their articles. We hope that the next volume 

(Bhutan HydroMet Journal, Vol.IV) will have more scientific articles and we would like to 

assure that the team will work together towards enhancing the journal. 

 

 

Karma Toeb 

Chief Editorial 
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Abstract 

 

Preceded by at least two months of cold spell, the weather of the 2021–2022 winter season over 

the Bhutan Himalayas was remarkable due to extreme snowfall events, which in some places, had 

never occurred in the last six decades. The aggregates of repeated snowfalls in places surpassed 

the season’s cumulative records since observation began on a systematic and regular basis. That 

winter was also unusual because of its early onset at the height of post-monsoon (September, 

October, November), and then continuing into early spring, (March, April, May) leading to one of 

the longest snow-dominated winter season in the Bhutan Himalayas in recorded history. The study 

of such rare events is of utmost importance as such extreme seasons have a significant impact on 

the human population and environment not only during such an event’s occurrence but also all 

through the year. The analysis of the 2021–2022 winter snowfall was challenging given the sparse 

observations, the cloud contamination of the available satellite imageries, and the coarse resolution 

of modelled outputs, whether in retrospective or predictive configuration. Nonetheless, the study 

undertook an in-depth examination of the synoptic features and mesoscale dynamics associated 

with such a historic snowfall, thereby enhancing our understanding of rare, anomalous snowfall 

events. The study method adopted both qualitative and quantitative approaches in synthesising 

datasets and information from observations, reanalysis, mainstream media reports, social media 

posts, narratives around people’s perceptions, and heuristic interpretation. The study shows that 

the aforesaid winter’s exceptional snowfalls were the consequence of multiple meridional and 

zonal atmospheric phenomena preceding the snowfall event. The synoptic components that were 

involved in the lead-up to the event were the following: amplification and blocking of the 

subtropical westerly jet (SWJ) stream to spin up vortices of western disturbances (WDs); moisture 

exchange with a tropical depression carrying moisture north from the Bay of Bengal increasing the 

baroclinic instability; SWJ excitation due to dynamic coupling with the tropical depression, thereby 

further intensifying the WDs; cyclonic perturbations further strengthened as moisture-laden air 

mass is deflected upslope in contact with the high Himalayan range; vertical motion of the SWJ 

created centres of low-level cyclonic convergence and upper-level anti-cyclonic divergence; 

deepening low pressure near the south-west foothills of Bhutan pulled in more extratropical 

moisture plumes into the system; the active subtropical jet stream transported moisture deep into 

low-lying inner valleys like Punakha; and finally, the cold air mass from the high latitude 

penetrated deep into the mountains and spilled over into the adjacent plains, thereby dipping the 

surface temperature to near-freezing point. The timing and phasing of the extratropical westerly jet 

and the moisture flux from the tropical depression resulted in an atypical juxtaposition of moisture 

and cold air. This optimal phasing within the circulation pattern was key to the production of record 

snowfall in many places across Bhutan. This report assesses the 2021–22 winter snowfall through 

analyses of historical observations, climate reanalysis, and model simulations, as well as a review 

of the key published literature. 



 

 

 

 

Introduction 

 

Extreme weather events are part of the natural climate system, but they are relatively infrequent. 

Records of observations in recent decades show that some kinds of extreme weather events have 

become more common. Often in the past, people linked some of these general increases to climate 

change, so it was challenging for researchers and climate scientists to clarify the influence of 

climate change on specific extreme weather events. But advances in information technology and 

high-performance computing infrastructure over the last decade have enabled scientists to take on 

these challenges to provide evidence-based answers (ICIMOD, 2019). With improved 

methodologies, tools, and techniques, scientists can now not only determine the extent to which 

climate change contributes to some extreme weather events but also state with confidence that 

certain extreme weather events would not or could not have occurred but for climate change. 

Countless assessment reports and peer-reviewed papers have concluded that the climate is 

warming; and that most or all of the warming in the recent decades has to do with anthropogenic 

causes (Seneviratne et al., 2021). 

 

Extreme weather attribution can provide valuable and actionable information on the future 

prevalence and severity of extreme events. It can also support decision making to strike a right 

balance in rationalising efforts and investments between mitigation and adaptation. Extreme-event 

interpretation and attribution are an emerging focus of investigative and interrogative climate 

change studies to connect attribution science to decision making (Stott and Walton, 2013).i Now 

there is sufficient knowledge and realisation that climate change significantly influences regional-

scale weather while enforcing certain control over the magnitude and frequency of extreme events. 

Events like the 2021–22 winter snowfall elicit quick public responses that manifest the degree of 

societal resilience, vulnerability, and preparedness in addressing the impacts and reimagining 

measures to consolidate situational awareness and action. Yet, the aforesaid snowfall event is not 

unprecedented when viewed from the perspective of its unexpected occurrence; or due to the 

improbable phases in the state and dynamics of the atmosphere. Therefore, it is important to 

investigate the synoptic and mesoscale meteorological processes that intensify such occurrences 

and advance our knowledge for better prediction of future extreme events in all the weather 

elements. It is also highly relevant to understand the initialisation and evolution of this atypical 

event in order to improve future operational forecasts for better snow-related risk and resource 

management. Explaining and understanding how long-term global change affects the intensity and 

likelihood of extreme weather events continue to hold up as a frontier science challenge (Herring 

et al., 2014). 

 

Winters in the Himalayas are dominated by the so called “Western Disturbances” (WD) 

(Venkiteshwaran, 1939), which are extratropical depressions of non-monsoonal precipitation 

pattern originating in the Mediterranean region being driven eastward by the westerlies. The 

westerlies’ wind system transports the moist entrainment triggered by the moist air advected from 

the warm Mediterranean Sea across the Himalaya. These cyclonic storms are characterised by an 

upper-level trough underlaid by a lower-level cyclonic circulation. It is embedded in the mid-

latitude subtropical westerly jet stream travelling at a speed of up to 43 km/h (Dimri et al., 2016), 



 

 

thereby bringing winter rain to low-lying areas and snow in the mountains. On an average, about 

4–6 WDs occur each month over an extended winter period from November to March, with each 

formation varying in amount and distribution pattern, and decaying in a few days (a lifecycle of 

three-to-four days). The moisture-laden, mid-latitude upper-tropospheric troughs bring winter 

precipitation over the Himalayas due to the orographic land–atmosphere interactions (Dimri et al., 

2015) spawning convective instabilities, which are possibly amplified by the colder continental air 

aloft. The WDs have a major influence on the meteorological conditions of the Indian 

Subcontinent. The resulting weather system is critical for the replenishment of glaciers, permafrost 

response and regulation, as well as for groundwater stores, and is also associated with weather 

extremes like cold waves, winter storms, and flash floods. 

 

The changing synoptic regimes over the Indian Subcontinent and the Tibetan Plateau conducive to 

enhanced lifting and moisture pooling could signal an increase in the potential for concurrent 

weather systems to interact over the Himalayan region in the future. There needs to be abundant 

moisture and deep convection that transport water vapor to high tropospheric levels and strong 

wind current, combined with orographic uplift, to transport the water vapour in the moisture plume 

along the southern slopes of the Himalayan range. These synoptic and mesoscale patterns create 

the potential for extreme snowfall events. Not much scientific work has been done to explore the 

initialisation and evolution of local heavy snowfalls over the Himalaya with focus on the synoptic-

scale vapor thermodynamic and associated mesoscale mechanism giving important information 

about atmospheric signatures portending an extreme event. Weather extremes are frequent in the 

Himalayas, however events of great consequences like the winter snowfall of 2021-22 were rare 

but had occurred in the past: In the winter of 1990/1991, abnormally heavy snowfall between 1-3 

January 1991 triggered an avalanche that killed 17 climbers in south-eastern Tibet. The cause of 

the heavy snowfall was determined as cyclonic WD propagating as a topographic Rossby wave 

(TRW) along the southern periphery of the Tibetan Plateau and the Himalayan range (Hara et al., 

2004);ii A once-in-50-year post-monsoon storm on 9–10 November 1995 spawned a snowstorm in 

the Khumbu region of Nepal that triggered numerous avalanches; Lian Liu et al. (2021)iii inferred 

from their study using reanalysis data that an abundance of water vapour and the strong orographic 

uplift of the Himalayas, as well as cold downslope wind convergence, triggered a heavy snowfall 

event over the Tibetan Plateau in March 2017; In their assessment of the October 2014 snowstorm 

over the Nepal Annapurna Himalaya, Wang et al. (2015)iv argued that such events were the result 

of a one-off oddity in the coupling of a tropical cyclone with a deepening upper-air trough in a 

historic tropical–extratropical interaction further accentuated by orographic uplift. They also 

posited the southward shift of the South Asia jet due to radiative forcing of anthropogenic origin 

(GHG and aerosols) could wreak havoc on the natural causes of storm initiation and evolution. 

These past events bore the same synoptic signature of extreme atmospheric dynamics of cold-air 

outbreaks, moisture convergence, convective instability, and upper jet modulation. 

 

The atmospheric feedback from heavy winter snowfall over the Himalaya and the Tibetan Plateau 

finds expression in the arrival and strength of the subsequent summer monsoon circulation (Dash 

et al., 2005; Dey et al., 1985). Hunt et al. (2018) found a significant relation between the position 

of the subtropical westerly jet stream (SWJ) and the frequency of WDs that increases with the 

southward shift of the jet suggestive of the predictability of extreme winter precipitations over the 

Himalaya. Lang and Barros (2004) in their study of observational and reanalysis data from central 



 

 

Nepal found that snow days were associated with increased cyclonic flow and lower geopotential 

heights, and an enhanced westerly flow over the north-west Himalayan region. The days of 

snowfall were also associated with lower temperature, higher relative humidity, and the upward 

vertical motion of air mass over the western and central ranges. They concluded that heavy 

snowfall in the central Himalaya is unambiguously related to the presence of orographically 

captured depressions in the notch formed by the mountain ranges. Hara et al. (2004) noted that the 

mesoscale cyclonic features of WDs agree well with the theoretical solution of TRW in a stratified 

quasi-geostrophic fluid. 

 

Temperature determines the type of precipitation in a region with monsoon-dominated snowfall 

and snowmelt season. Jennings et al. (2018) mapped the air temperature thresholds for rain-snow 

phase partitioning at an average of 1oC ranging from -0.4 to 2.4oC in the Northern Hemisphere. 

The spatial variability in the threshold temperature suggested that the snowfall reduction is not 

expected to be uniform across the region. These findings are consistent with observed decline in 

snowfall frequency, snow amount and extent in recent decades over the Himalayas and the Tibetan 

plateau (Mohammed & Thapa, 2022). With the climate trending towards a warmer future, the 

cryospheric zone is expected to shrink with huge consequences in water resource availability for 

both ecosystems and mankind as meltwater contribution decreases in groundwater and surface 

flow. Without seasonal snowfall for replenishment, the water reserve in the snow and ice masses 

could decline over time. Snowfalls like this event being studied are rare but not unique to our 

mountain regions (Cannon et al., 2016; Dimri et al., 2015; Hunt et al., 2018; Wang et al., 2015), 

but whether such anomalous weather events are due to anthropogenically forced climate change or 

natural climate variability is yet to be resolved conclusively. Our climate in the recent past has seen 

unprecedented changes impelling us along an unsettling present that foreshadow even more 

uncertain future.  It is possible that we may find some answers in the latest Coupled Model 

Intercomparison Project (CMIP) model projections considering the incorporation of recent 

advances in model physics, better representation of socio-economic pathways and the 

computational resources (Palazzi et al. 2015 , Almazroui et al. 2019 ). 

 

Event attribution studies based on observed cases were cited in several past studies as imperative 

to determine the likelihood of observed extremes and detect whether extraordinary snowfall events 

are expression of natural climate variability or anthropogenic climate change. The meteorological 

situation and weather contexts of this snowfall event is best demonstrated with a case study over 

Bhutan in relating the synoptic-scale dynamics and thermodynamics of WDs with actual 

observations and experiences on the ground, specifically highlighting the rare occurrence of 

snowfall at lower elevations (~1000 masl) since 1958. Substantial knowledge has been 

accumulated and synthesized in the successive reviews of scientific literature (Demri et al., 2015; 

Mooley, 1957; Sharma & Subramaniam, 1983; Lang and Barros, 2004; Roy & Roy Bhowmik, 

2005; Kotal et al., 2014) to confirm that orographic forcing is the dominant factor in generating 

precipitation along the foothills of the Himalayan range, especially in the presence of low-level 

flow that feed convection with moisture piped from the Bay of Bengal. Despite such effort, 

understanding the spatial and temporal scales of the dynamical interactions and physical processes 

even within the troposphere is still a massive challenge. Without a large dataset of WDs, it is 

challenging to make any assertions about their gross structure or interaction with the large-scale 

systems other than by theoretical or case-study analysis to understand better the evolution, spatial 



 

 

distribution and seasonality of WDs. Despite the complicated orography and fairly small spatial 

scale of WDs, they are typically well represented in reanalysis products (Mohanty et al., 1999). 

They are also shown to exhibit notable surface synoptic conditions like the fall in temperature and 

pressure (Dimri, 2004). With a simple goal to ascertain the key diagnostic features and inform 

future prognosis, this study only provides a preliminary assessment of the 2021-22 winter season 

snowstorm integrating observations, reanalysis and model data freely shared in accessible format 

requiring minimal preparatory and processing time and resource. 

 

Post-mortem analysis of this rare Bhutan winter snowfall is expected to yield critical information 

about the atmospheric signatures in detecting extreme events well in advance. However, not all 

events carrying some semblance of these signatures guarantee extreme event occurrence. Hunt et 

al. (2018) tracked over 3000 WDs events between March 1979 and June 2013 in the SWJ with a 

frequency of 6-7 occurrences per month, and the strong ones generally impacting the Himalayas 

beginning of February. Heavy winter snowfall is not just related to tropical-extratropical systems 

interaction under orographic influence, but also to storm intensity and jet position. Our introduction 

and limited review of past works most relevant to this study in this section provides the context for 

this paper. We present the outline of the input data sources and methods used in the diagnostic 

study in explaining the extraordinary snowfall event centered on the 4th February 2022 in section 

2. The results of our analyses are discussed in section 3 covering the exploration of meteorological 

fields that describe event initiation, evolution and decay. We also look at the dynamical structure 

and synoptic features of the weather system in relation to the snow cover and depth on the ground. 

The observed footprint of the event is then assessed against the propagation of cyclonic trough 

with the flow of SWJ stream along the Himalayan range. Next, we search for event analogues from 

the past and in the future using model simulations to detect any causal fingerprint of anthropogenic 

forcing attributable to climate change, or whether the event is just another anomalous manifestation 

of natural climate variability. Finally, we delve into identifying dominant atmospheric circulation 

patterns and processes as sources for predictability of similar events in the future; and how 

warming climate may shift the SWJ track and the baroclinicity of the WDs. We conclude the 

discussion in section 4, with the prospect of improving the predictability of winter snowstorms 

based on the telling characteristics of upper air variables and synoptics of local scale features 

associated with similar events in the future. 

 

Summary of the first snow event of February 2022 in Bhutan 

 

A particularly heavy spring snowfall occurred over a large part of Bhutan in the first week of 

February 2022. The intensity of this snowfall event was variable, from light snow in some north-

eastern parts to heavy snow seen in the west and north-west districts of Bhutan. Many places 

reported snowfalls for the first time in more than 60 years, and few that never experienced in a life 

time nor in the recorded history of the country. The synoptic scale conditions associated with the 

winter snowfall event are not overly unusual and yet considered remarkable in delivering snow to 

places like Punakha valley well below climatological snowline elevation (~ 1200 masl). This is 

suggestive of the complicity in localized mesoscale perturbations at the interface of unstable air 

parcels with surface topography. There has been reported cases of vortex merger and jet-streak 

excitation in the events of tropical-extratropical interactions causing moisture advection and 

anomalous precipitation (Hunt et al. 2021), but these were mainly restricted to post-monsoon 



 

 

periods. The last decade has witnessed a conflation of theories and literature on the WDs that 

greatly improved our understanding of the winter weather system over the HKH region. These 

mid-to-upper troposphere cyclonic perturbations and mesoscale vortices are responsible for winter 

precipitation critical for agriculture, and also greatly feared as the harbinger of disasters 

(Rangachary and Bandyopadhyay 1987; Houze et al. 2017; Hunt et al. 2018c). But what triggered 

the unusual snowfall of winter 2021-22 turn out to be an intricate co-mingling, coincidental and 

rare juxtaposition of several atmospheric features fostering an ideal condition for such weather 

manifestation. We explored and analyzed a number of key variables and parameters as proxies for 

characterizing and quantifying the state and dynamics of the meteorology steering the event 

weather system. 

 

At the regional level, this snow-belt was about 1500 km long and 123 km wide along the Himalayan 

range. Heavy snowfall moved to the eastern end of the Himalayas on February 6 but weakened to 

light snow on February 7. For February 1 to 7 the heavy snowfall moved from west to east along 

the mountain lateral axis, with maximum daily snow depth recorded at several observational sites 

on the ground in Nepal, Bhutan, Arunachal Pradesh as far as north western parts of Myanmar. To 

provide a monthly and seasonal context for the snow event study, we briefly provide an assessed 

account of anomalies in the meteorological variables relevant to the information and understanding 

we seek to uncover from this case analysis. The surface temperature in February 2022, and 

throughout DJFM winter season in the HKH region has generally been cooler than monthly 

average of the 1991-2020 reference period, associated with below-average precipitation along the 

north to north-west quadrants of the region; but wetter than reference period along the Himalayan 

belt and extending further south into Ganga plain and east into Hengduan mountains (Data: ERA5. 

Reference period: 1991-2020. Credit: C3S/ECMWF). The general pattern of anomalies described 

for February are also reflected in the cold and wet conditions for HKH winter season of DJFM, 

2021-22. 

 

The snowfall that arrived in the early morning of 4th February in Bhutan was unprecedented in 

more than six preceding decades bringing lots of snow in anomalously low elevations. Power 

generation spiked for the next 5-6 days in row in Bhutan bringing additional revenue in power 

export (Kuensel). However, the damage to primary sector was devastating as 100s of greenhouses 

for winter produces were damaged in Haa (snow-depth: 25-50cm), Paro (20-40 cm) and Trongsa 

(5-7cm) districts worth millions. Heavy snowfall accompanied by rain, hail and gusty wind 

impacted highlanders due to the loss of yaks to cold and hunger, and Merak in far east of the 

country received the heaviest snowfall since 1991. Tashi Yangtse got its first snow after almost a 

decade since the last. Punakha situated at 1242m elevation saw its first snowfall in more than 64 

years (5 cm) since 1958. Dagana also got its first snow after 16 years, the last two being in 1990 

and 2005 (5-7 cm). The number of locations (Gasa & Chukha: 50cm; Wangdue: 7cm; 

Thrumshingla: 63cm; Thimphu: 15-30cm; Dochula: 60cm) reporting unexpected snow clearly 

distinguished this event as a remarkable occurrence despite the mainstream notion of a warming 

world. As the herders and animals were stranded in isolated grazing ground, the fodder scarcity 

took a toll on their livelihood assets and productivity. Communication facilities broke down 

making it impossible for emergency search and rescue work to reach out to affected people and 

communities. Sub-tropical vegetations were devastated without the adaptive capacity to withstand 



 

 

cold and snowy weather conditions, and recovery from the shock and damage is likely going to 

take long and painful process. 

 

Data and methodology 

 

The objective of our present work is to diagnose our case study looking at the recent winter snow 

storms and snowfall events across the Himalayan region in general and investigate in detail its 

singularity over Bhutan at least in the last 65 years. A select list of dynamic atmospheric parameters 

was employed based on past study literature around the WDs, the concurrent heat and moisture 

advection in a dynamic atmosphere to explain the case study event. 

 

The surface observational data were provided by the National Center for Hydrology and 

Meteorology (NCHM); the data were collected on a sub-daily and daily basis at the NCHM’s 

manual and automatic weather stations. These stations had been selected considering an evenly 

spaced lateral and altitudinal distribution. In situ observations are augmented by calibrated 

satellite-derived observations, and hybrid precipitation products on sub-daily, near real-time basis, 

especially for upper air estimates for the key weather variables. As for the meteorological satellite 

data, they were accessed from various online sources. The Half-hourly Integrated Multi-satellitE 

Retrievals for GPM-Late (IMERGHHLv06v) provided precipitation estimates at 0.1 degrees using 

the IMERG algorithm (Huffman et al., 2014). IMERG is intended to inter-calibrate, merge, and 

interpolate satellite microwave precipitation estimates, together with microwave-calibrated 

infrared (IR) satellite estimates, as well as precipitation gauge analyses. Patel et al. (2022) in their 

evaluation of four precipitation products had found that GPM-IMERG was the least accurate in 

forcing a flood simulation study. This dataset was used here only as a complementary source of 

situational information to the other multi-source merging precipitation and ERA5 products. The 

Multi-Source Weighted-Ensemble Precipitation (MSWEP v2.1vi), released on 20 November 2017, 

is a fully global, historic precipitation dataset (1979–2016) with a 3-hourly temporal and 0.1° 

spatial resolution. It takes advantage of the complementary strengths of gauge-, satellite-, and 

reanalysis-based data to provide reliable precipitation estimates over the entire globe. The station 

observations, MSWEP and IMERG precipitation products were used solely for evaluation of the 

ERA5 reanalysis dataset in accurately capturing the pattern and phasing of snowfall over complex 

terrain. In the present context, maps of the daily snow cover over the region just before and after a 

snowfall event were extracted from the improved snow-cover data set published by Muhammad & 

Thapa (2020) readily accessible at https://rds.icimod.org/TemporalTIff?id=snow.  The subset is 

only used for visual assessment of the extent of snow cover affected by the event to get a sense of 

its magnitude and corroborate other information sources. 

 

The hourly ERA5 (Hersbach et al., 2018)vii reanalysis data sets of relevant atmospheric variables 

at appropriate pressure levels from 1979 to the time of the study, published on the Copernicus 

Climate Change Services-Climate Data Store (C3S-CDS),viii were used for the diagnostic analysis 

of the synoptic-scale flow and circulation. ERA5 provided the best estimate of the state of 

atmosphere through a blend of observations and retrospective, dynamical forecasts. This C3S-CDS 

subset used in the study is native ERA5 re-gridded to a regular latitude-longitude grid of 0.25 

degrees, 37 vertical levels from the surface to 0.1 hPa, and updated with a latency of about five 

days. A Bhutan-focused comparative study evaluating the different precipitation products 

https://rds.icimod.org/TemporalTIff?id=snow


 

 

identified that the ERA5 reanalysis precipitation data corresponded better than others with station 

observations (Power, 2021)ix, and thus was selected as an appropriate data set to investigate this 

winter snowfall event in Bhutan. The variables at play were the horizontal wind components, 

temperature, the specific snow-water content, humidity, divergence, relative and potential 

vorticity, vertical velocity, and geopotential height at five isobaric levels. The data used extend 

between 0000 GMT at hourly time-step from 1 to 7 February 2022 assuming that the weather 

system evolved between these dates. The data sets are available at: 

https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-pressure-levels?tab=form. The 

domain of study extends from 35° E to 110° E and from 15° N to 40° N. 

 

There is now a general consensus among the scientific community that WDs are responsible for 

most of the winter precipitation in the Himalayan region, especially in the north-west. Winter 

snowfalls are, therefore, the consequences of WD perturbations further excited by mesoscale and 

local-scale atmospheric anomalies in the troposphere. Deciphering these not-so-obvious 

meteorological fingerprints is the key to improving forecast skills in anticipating similar events in 

the future well in advance so as to prepare and respond effectively. We specifically focused our 

analyses on the WDs because of the intimate connection between the phenomena and local weather 

prediction. One aspect known with certainty is the topographic influence that forces the orographic 

uplift to precipitate the moist air entrained in the WDs and propagated eastwards in the SWJ. 

Topography influences rainfall by locally disturbing the vertical structure of the atmosphere by 

acting as barriers and causing heat sources to rise or sink (Barros & Lettenmaier, 1994). The airflow 

over the topographic barriers also causes the rise of water-rich, warm air from lower elevations to 

higher ones, leading to condensation, cloud formation, and growth thereby controlling the 

triggering, length, and strength of high-elevation precipitation events (Bookhagen et al., 2005). 

The Himalayan winter weather is also forced by a variety of upper-tropospheric features that 

control the low-level baroclinicity and surface cyclonic perturbations.  Identifying and 

investigating these features that led to the snowfall event of 4 February is of major importance in 

forecasting similar events in the future. For these reasons, the vortical perturbations embedded in 

the mid-latitude westerlies are often theorized as topographic Rossby wave (TRW) due to vertical 

oscillation triggered by ascending flow pattern along the southern Himalayan slopes (Hara et al., 

2004). 

 

A frequent used approach to assess extratropical cyclonic circulation is to use statistical criteria to 

tease out atmospheric precursors foreshadowing the occurrence and position of a cyclonic system, 

combined with feature tracking in gridded reanalysis products (Lakkis et al., 2019 ). Hoskins et al. 

(1985) elucidated that the analysis of potential vorticity was an important diagnostic tool to 

examine and explain the atmospheric mechanism and dynamical aspects of extratropical 

cyclogenesis. We used the geopotential height, vorticity, and other synoptic fields/features to 

analyse the near-surface and upper-air co-evolution of temperature, pressure, and moisture patterns 

to frame the remarkable snowfall event in the context of the prevailing atmospheric dynamical 

processes and structure. As mentioned earlier, the ERA5 hourly data on pressure levels were used 

to diagnose and analyse the initiation and evolution of this exceptional snowfall. The snow-related 

variables were obtained from ERA5-Land, which is a rerun of the land component of the ERA5 

climate reanalysis, forced by meteorological fields from ERA5. Synoptic system analysis of the 

ERA5 family of datasets covered the location of SWJ stream in the westerly flow, detection and 



 

 

evolution of extratropical cyclonic vortices, geopotential orography, flow and thermal dynamics 

and vector wind fields, and moisture upstream and downstream of the WDs. We also collected and 

compiled observations from daily in-situ stations across the Himalayas, and multi-source merged 

precipitation datasets from global-scale producing centres, collocated with the eventful snowstorm 

track of 1-7 February, 2022, and coinciding with the synoptic scale process representations. 

 

Study area 

 

The domain of the study extended from 35° E to 110° E and from 15° N to 40° N. The outer domain 

(No.1) was interposed on the area covered by major mountain ranges, and the inner domain (No.2) 

was nested as a shifting window tracking focus on the passage of the atmospheric features 

responsible for the snowfall event centered on 4 February 2022 over Bhutan. Figure 1 shows the 

location and extent of the study area. 

 

Figure 1. Location map of the extended High Asia mountain ranges, including the nested sub-

region bounding the focal area of the case study, and where extensive analysis of the atmospheric 

structure and processes is concentrated. Point locations are for places where snow is reported and 

observed color-coded into five depth classes (cm) wherever measurement is available (snow depth 

data from national weather services supplemented with information from mainstream and social 

media reports). Inset: Bhutan map zoomed out to its location on the regional map. 

 

 

 

 

 

 

Results and discussion 

 



 

 

 The bulk of our analysis was based on the hypothesis that WDs had an important role in causing 

the uncharacteristic snowfall over Bhutan, occurring far below the traditional snowline into 

subtropical locations like Punakha and Wangdue that had never experienced snowfall since the last 

snowfall observed in 1958. This case study is focused on drawing the interest and attention of 

decision makers and socioeconomic operatives who are not only concerned about the adverse 

impacts but also are exploring the scope of opportunities that such events may present, especially 

in agriculture and water resource management. This study does not attempt to compare the 2021–

22 winter event’s snow depth or extent with other notable events from the past, but essentially 

provides a scientific explanation as to why the snowfall penetrated deep into the low-lying areas 

where snowfall was unheard of in living memories. The purpose and motivation behind this inquiry 

is therefore to: elucidate the lived experience of the unsuspecting general public; uncover new 

insights into weather-forecasting operations; inspire innovations in public weather service 

practices and procedures to provide reliable and accurate information in support of decision 

making; and finally, to stimulate resilience and adaptation in ecological, societal, and economic 

systems while providing a context for future studies.  

 

a - A synoptic evolution 

 

In the study, synoptic charts of geopotential heights at constant pressure levels were used to identify 

the weather systems of mid-latitude cyclonic WDs, the tropospheric SWJ stream in the westerly 

flow, the pressure trough and ridges, and surface orography. The synoptic situation at 200 and 300 

hPa was particularly interesting as the SWJ moved from north-west India straddling the high 

Himalayan ridgeline towards Bhutan. In order to investigate the role of circulations in the 

initialisation and evolution of the heavy snow event, we conducted a composite analysis of the 

circulation pattern at 200- and 300-hPa levels before and after this snow event, as shown in Figure 

2 (A and B respectively). These pressure levels were used to locate the SWJ stream within the 

westerly flow in the upper troposphere. Further, the zonal, meridional, and vertical wind 

components were assessed to detect and track the genesis and lysis of the WDs over their passage 

eastward. The wind was the strongest in the jet core that sat south of the WD centres and its 

direction was almost parallel to the height contours. Over the duration of the pre-event period, the 

wind direction was near zonal with maximum speed in excess of 100 m/s located slightly north of 

the west-central Asia and entering the South Asian region from the north-west and heading towards 

the south-east. Beyond the trough over the central Himalayas, the westerly jet gathered speed 

before it exited to the south-east of the Tibetan Plateau. The mid-latitude pressure ridge had 

weakened due to the reduced Pole-to-Equator temperature gradient, thereby causing the SWJ to 

meander southward in an omega-shaped blocking. The condition gave rise to cold-air outbreaks 

from the accelerated intrusion of the polar wind southward which was further supported by the 

waviness of the jet stream. In a climate change or global warming context, this situation is a 

paradox in attribution since polar amplification portending winter weather extremes is intuitively 

inconsistent with reduced frequency of winter snowfalls as rising temperature exceeds phase-

partitioning threshold. To present a clearer picture of the prevailing situation, we elaborated on the 

results by separating the atmospheric processes around two broad tropospheric levels. 

 

 

 



 

 

b - The upper-tropospheric situation 

 

The SWJ has a maximum speed at around 200 hPa (Fig. 2), as reported in other works and 

synthesised in several reviews of the WDs cited above. The SWJ is usually not detectable at 300-

hPa level in its contiguous structure, but the piped westerly flow concentration was very much 

evident during this event shifting slightly northward to its position at 200-hPa level. The closer the 

orographic contours were to each other, the faster the wind speed was, suggesting a steep 

temperature gradient between the cooler air mass in the trough and the warmer mass in the pressure 

ridge. The short-wave disturbances also likely affected the wind speed as varying isobaric heights 

representing spatially different geopotential energy could modify the wind pattern and the resulting 

weather system. Wind speed generally in excess of 130 km/h were used to examine the position 

and meander of the jet core, and thus forming strong trough upstream of the positions pummelled 

by heavy snowfall commencing around 0300 Z and continuing near 2300 Z of 4th February. 

Although not captured within the study domain, there was clearly no evidence of a split in the 

westerly jet stream but deflected in its entirety south-east of the Pamir knot that explained the rapid 

passage of cyclonic perturbations across the southern slopes of the Himalayan range in a matter of 

2-3 days. This unusual behaviour in the westerly flow bore the signature of an exceptionally strong, 

negatively tilted trough with cold-air incursion further south, triggering a strong cyclonic 

circulation north of the jet stream. This led to the development of short-wave vortices that were 

associated with extreme precipitation as we see later in a composite analysis of the lower-

tropospheric levels in tandem with the moisture advection from the Arabian Sea. The relative 

vorticity (not shown) is generally higher than 33 x 10-5s-1 in the cyclonic cells and along the trough 

axis at 200 hPa level associated with increasing baroclinicity and pronounced frontal surface low 

located over north-west Bhutan and moving eastward along its northern frontier. 

 

Figure 2. ERA5 fields of geopotential height and wind vector on 200 (A) and 300 (B) hPa isobaric 

surface centred at the time of peak intensity of snowfall on 4 February at 06z (12 noon, BST). The 

dash-blue line follows the approximate position of SWJ within a segment of westerly wind over 

the study region. The position of Bhutan indicated within the yellow box, and the approximate 

location of Pamir knot within the blue ovoid area. 
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A. 200 hPa level wind vector overlaid on geopotential height on 4 Feb 2022 at 0600 Z 

corresponding to the peak time of snowfall. SWJ stream central meander denoted by 

dashed blue line. 

 
B. 300 hPa level wind vector overlaid on geopotential height on 4 Feb 2022 at 0600 Z 

corresponding to the peak time of snowfall. 

 

In order to investigate the role of the upper jet in this severe snowfall event, the horizontal current 

and wind speed at 200 hPa were investigated (Fig. 3). The low-pressure trough within the synoptic 

wave propagated eastward from its position six hours before snowfall, peaking at around 06:00Z, 

and moving further east six hours later. The transient eddies associated with the synoptic 

disturbance were conspicuous in the height contours as depicted by the shortwaves embedded 

within the ascending branch of the jet meander (indicated by blue lines in Figure 3). The zonal 

wind flowing parallel to the latitude, usually bounded by the positive and negative tilted trough, 

tended to weaken behind the WD eddies and strengthen ahead of them. The places where the height 

contours are closely packed indicate steeper temperature and thus are associated with faster wind 

speed. Although not specifically investigated at this level but diagnosed further at the lower 

tropospheric level (500, 700, and 850 hPa), the non-linear coupling of WD and the SWJ stream 

exhibited a strong ascent ahead of the WD, which was matched by a similar descent behind it. 

Similarly, an expanded area of flow divergence sat ahead of the WD low-pressure troughs, as 

mirrored by the equivalent flow convergence behind them. The westerly flow over a large-scale 

barrier ridge sitting over Iran resulted in a cyclonic flow pattern immediately east of the barrier, 

thereby creating a leeside trough, perhaps followed by alternating series of ridges and troughs 

downstream. Over the event-decay period, the SWJ moved further east with normal conditions 

prevailing over Bhutan in terms of speed and direction. 

 

Figure 3. Evolution of SWJ stream in the westerly wind (A) and the approximate location of 

synoptic and α-mesoscale troughs (B) on the passage eastward over time where clouds develop 

and precipitation takes place along the ascending limb of the jet stream (“z”= 24-hour UTC as Zulu 

time). 

  

A. Location of SWJ stream in the westerly B. Geopotential trough (blue line) and ridge 

(red-dash line) 
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The day of 4 February represented the height of anomalies in several atmospheric variables which 

heralded a level of instability conducive for an atypical snowfall event. As evident from the 

analysis (Fig. 3 B), the length of a coherent, unbroken SWJ stream signals an impending event. 

The zonal wind (the ‘u’ component) was the strongest near 200 hPa and weakened behind the WD 

and strengthened ahead of it to a mean wind speed of above 40 m/s. The meridional wind 

comingled with the strong cyclonic circulation in the upper troposphere. The WD–SWJ coupling 

was non-linear with a strong ascent ahead of WD and a matching descent behind it, which was 

further accentuated by a strong upper divergence ahead of the perturbed weather system, as 

similarly mirrored by an equivalent convergence behind it. 

 

c - The mid- and lower-tropospheric situation 

 

The 500-hPa constant pressure level is important in synoptic meteorology for the analysis of 

weather patterns that we experience at the surface. This isobaric level is therefore often referred to 

as the ‘steering level’ as the mid-latitude westerly wind governs the region’s weather pattern and 

is generally detected within an elevation range of 4980–6000 masl, overlapping with the dominant 



 

 

Himalayan topography. Here, the land-surface differential heating and the barrier effect of the 

physical orography were most pronounced which persuaded this study to consider it as central to 

the composite analysis of weather elements and so assess the structure and physics of the cyclonic 

perturbations associated with WD driving the weather conditions at the surface. At the regional 

scale, the analysis covered the full seven days from the naissance to the demise of the mid-

tropospheric disturbances. The period was divided into event genesis (Day 1 to Day 2), event 

peaking (Day 3 to Day 5), and finally, event lysis (Day 6 to Day 7), as the weather system steadily 

stabilised over the event decay period of 6–7 February, and rapidly dissipated beyond the eastern 

end of the Himalayan range as the system drifted out of the study domain. The results are not 

reported here but provided as supplementary material to this report. Figure 4A partially shows the 

500-hPa composite analysis only for 4 February, centred on the snow-event maxima from 00Z to 

23:00Z. For clarity and to narrow down the focus on the key drivers of weather development, 

evolution, and decay, only snapshots of the synoptic features six hours before to 6 hours after the 

reported duration of the peak snowfall from 06:00–12:00Z of 4 February are presented. From 1–3 

February, a low-pressure centre propagated from the west to east following the high Himalayan 

arc as a baroclinic upper-air trough. The positions of the alternating pressure ridges and troughs 

were obvious at the 500-hPa level and propagated eastward before the atmospheric conditions 

normalised by 7 February. At 00Z on 4 February, a cut-off low appeared over northern India 

forming a cold vortex poleward from the negatively tilted trough with an elongated band of 

cyclonic circulation extending south-eastward embedded in it. And within six hours, it aligned with 

the height contour and merged with the weakening mesoscale disturbances. 

 

The evolution of the vorticity field in the mid- and lower troposphere was investigated in terms of 

its isobaric distribution at 500- and 850-hPa levels. The relative vorticity at 500 hPa with the centre 

of maximum values appeared to follow the tilted synoptic trough and the cyclonic cells that 

coincided with strong ascending/descending motion and the respective vorticity advection at the 

peak of the event. Thereafter, the value of positive vorticity decreased gradually to reach its 

smallest area and lowest values by 6 February as the event subsided over Bhutan. Then a quasi-

stationary synoptic-to-mesoscale wave was evident along the trajectory of the vertical 

perturbations. As the atmospheric system advanced towards event culmination, several features 

manifested anomalous developments in terms of vorticity advection, ascending motion, deepening 

of upper trough, and vortical intensification. The analysis in this study of the isobaric relative 

vorticity was designed to assess the significance of upper-level dynamics in the induction of 

cyclonic circulation leading up to the realisation of the snow event. It is evident that the areas of 

highest vorticity coincided with the pressure trough and cyclonic cells associated with the upward 

motion over the rising terrain and sank on the other side with negative vorticity. The result was an 

alternating series of positive (negative) vorticity producing unsettled (fair) weather at lower levels 

respectively. The cyclonic disturbances developed almost exclusively between the trough and the 

downstream ridge where the greatest rate of increase in vorticity was found, as well as towards the 

north of the SWJ core with its dominant shear component. This implies convergent flow at the 

lower level, possibly leading to unsettled weather and precipitation. On the other hand, the 

upstream of the trough saw the greatest rate of decrease in vorticity where the air sank and diverged 

at the lower level, leading to fair weather. We verified with ground observations that at 06:00Z, 

these areas of greatest rate of increase in vorticity lying directly above surface locations like 

Punakha-Wangdi Valley received its first snow in more than 64 years, as recalled by elderly locals. 



 

 

The densely packed vorticity isolines indicate a high gradient leading to enhanced vorticity 

advection, and a discontinuous snowbelt was reported from discrete locations in Nepal and the 

Indian states of Sikkim and Arunachal Pradesh. In this study, the relative vorticity parameter 

proved useful in the detection and evolution of the WDs embedded in the SWJ stream. 

 

The upper-level dynamics of the synoptic features were significant in the investigation of 

atmospheric instabilities in this case study. Figure 4 B shows the vertical profile of vorticity and 

vertical velocity along the proximal latitude and longitude belts roughly intersecting close to the 

locations in Punakha which experienced its rare snowfall. In the same period of the study centred 

on the time-slice between 00Z and 18Z of 4 February, the alternating positive and negative vorticity 

cells were found to be dynamically arrayed along the snowbelt spanning the entire length of the 

Himalayan range. The cells of maximum relative vorticity gradually moved eastward undergoing 

rapid changes in position and magnitude, intensifying and dampening in their passage and 

instigating episodic snowfalls in unexpected places as far as north-east Myanmar and finally 

dissipating by 7 February. Analyses at other steering isobaric levels point to dynamical evolution 

of the atmospheric structure, circulation pattern and orientation, moisture advection, convection, 

and orographic lift characteristic of meteorological features conducive for extreme weather events. 

The surface low-pressure system deepened with a significant north-westward tilt with height, 

indicating a strong baroclinic environment. The maximum value of the relative vorticity was above 

4.55 x 10-4 s-1 at 500 hPa taken as a zonal average of the study domain, and a meridional locus 

located over the 28-N latitude. Poleward up to 26-N latitude was generally dominated by negative 

vorticity as expected since this area lies equator-ward of the SWJ stream. From 06:00Z on 1 

February to 06:00Z on 7 February, the positive/negative vorticity advections were centred in the 

500/700-hPa isobaric levels. Interestingly, the positive vorticity oscillated in its ascent pattern 

between 600–300-hPa levels nearly every two days before being completely cut off from the 

system at the end of the study period on 7 February. Near the surface, places in and around Punakha 

by then would have experienced relatively fair and calm weather due to the weak anticyclonic 

condition prevailing near the surface in the study-time window. In the mid-troposphere, vertical 

motions, over time, tended to lead the passage of vorticity eastward, peaking at 2.34 Pa s-1 at 

16:00Z on 4 February for ascent and 1.9 Pa s-1 for descent at 22:00Z the next day (5 February) at 

500 hPa, corresponding with the period of the heaviest snowfall and the onset of atmospheric 

stability. Just before the longest episode of this snowfall event, the relative vorticity weakened 

before the vertical ascending motion was sustained for the next 18 hours. The system became cut 

off at all isobaric levels within 24 hours after the main snowfall episode; however, the persistent 

vertical tilt with height implies that the system continued growing near barotropically. In the hours 

preceding this period, the vortical anomaly peaked at 3.35 x 10-4s-1, favouring convergence at low 

level for moisture transport from the Indian Ocean. The tilt increased as the trough weakened to 

cause the cyclonic strip to weaken and shift north of the westerly flow in its eastward passage out 

to 18Z. The alternating cyclonic and anticyclonic rotations over the eastern Himalaya represent the 

transient eddies associated with α-mesoscale disturbances and Rossby wave breaking that marked 

the exit region of the SWJ stream. These transverse short-waves perturbations characterize the 

uplift and lee-side descend over the topographic barriers that result in copious precipitation. Just 

hours before the event onset, the centres of the low entered over the north-western part of Bhutan 

and deepened to about 5400 geopotential metres (gpm). At 06:00Z on 4 February, another 



 

 

secondary trough centred at 5460 gpm was observed over Bhutan which rapidly collapsed into 

zonal instabilities over the next six to 12 hours before its slow passage further east. 

 

Figure 4. Left-hand column shows the geopotential height (m) in black isoline and (relative) 

vorticity (spins per second) as contoured and shaded respectively at 500 hPa at 00z (a), 06z (b), 

12z (c), and 18z (d) on 4 February 2022. Right-hand column shows the divergence as solid contour 

and convergence as dotted contour overlaid on the vertical velocity map (shaded) on 500 hPa at 

00z (e), 06z (f), 12z (g), and 18z (h) on 4 February 2022 
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d. 18:00Z, 4 February, geopotential and vorticity h. 18:00Z, 4 February, vertical velocity and 

divergence 

 

The vertical velocity explains the vertical motion of the wind in generating geopotential 

differentials aloft and centres of high- and low-surface pressure areas. The alternating divergence 

and convergence over a short distance over Bhutan and adjacent regions was an important signal 

towards the impending snow event. As mapped in Figure 4 (right column), the higher vertical 

velocity of rising air is associated with divergent flow as the air mass spread out and carried forth 

in the geostrophic wind. In contrast, the sinking motion tends to coincide with both divergent and 

convergent flows and the dynamic link was not so obvious. This has implication in terms of the 

generation of vorticity and the strength of cyclonic circulation which dictated the kind of weather 

we observed on the ground. The water-vapour content of the air mass and the topographic 

roughness of the mountain terrain can exercise a significant effect on the level of diffluent and the 

speed of inflow and outflow from positions of divergence or convergence. The orographic uplift 

and convection due to the steep thermal gradient favored rapid vertical ascent up the mountain 

slope and the pressure ridge to force the atmospheric moisture to precipitate as snow under ideal 

thermal stratification. In addition, the tight coupling of upper divergence and lower convergence 

initiated a strong ascending motion of moist air mass to also precipitate as either snow or rain, 

depending on the thermal structure of the atmosphere. Conversely, upper convergence and lower-

level divergence induced cold air to sink, warm, and evaporate to usher in a clear sky. The exit of 

this downward flow generated strong wind at the surface, thus initiating the cold wave that 

swamped most of the adjacent Indian plains. At 00Z, the ascending motion ahead of the pressure 

trough over the southern slopes of central Nepal opened up an exit for flow divergence at the 

500hPa level and advected east in the westerly jet. The area of convergence sat over Sikkim and 

western Bhutan and shifted further east followed by a train of alternating vertical motions closely 

following the terrain profile. Moist air from the south merged with the rising air along the slope in 

amplifying the disturbance further creating a cyclonic situation along the south-west foothill of 

Bhutan and bringing snow over the mountains in the north. Therefore, positive vorticity advection, 

lower-level convergence, and upper-level divergence all operated in tandem to generate ascending 

motion and bringing snow to locations directly below the rising limb of the geopotential ridge 

shallowing off towards the east. Figure 5 portrays the interaction and evolution of the vertical 

motion with other dynamic features of the atmosphere in the vertical cross-section positioned over 

27.25N latitude that closely aligned with the transverse snowbelt intersecting the places that 

reported record-setting snowfalls. It also depicted the co-evolution of the alternating composite 

vorticity-divergence field against the backdrop of vertically integrated zonal wind vector in 

reproducing the atmospheric disturbances that instigated the rare episodic snow. One prominent 
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signature of such an event as this study found was not so much to do with scalar and integral values 

of the atmospheric elements or features, but with their rate of change and gradient across three-

dimensional space–time context. These results were consistent with past findings that synoptic-

scale wind system and the mesoscale transverse circulations are key to the prediction of all 

atmospheric elements and weather features. 

 

Six hours before the major episode of the snow event that continued from 06:00–12:00Z on 4 

February, a vertical column of convergent flow lay downstream of the area of maximum vorticity 

centred on the 85E longitude associated with a weak cyclonic ascend. At 06:00Z, the event 

intensified with convergence elongated from the 500-hPa level to a lower level and the ascending 

vertical velocity slightly increasing along with intensifying upstream vorticity. The divergent flow 

at the upper level got piped into the southward bend of the SWJ stream aloft and carried eastward 

in the westerly wind. The situation endured out to 18:00Z with sustained vorticity, but the vertical 

velocity slowed slightly although the vorticity of the air was conserved, and later developed another 

vortical column behind the active system located over 80-E longitude centred at 500-hPa level. 

Over the remaining part of the day, this new cell shifted slightly downward and east and likely 

initiated another episode of snow, while the prior snow-making system collapsed in place. Few 

upper-convergent entrances and lower-surface divergent exits started to form mainly on the east 

side of the study area. In general, the vertical motion component was weak compared to the depth 

of the westerly wind, and calm at the surface other than the isolated vortical cells. 

 

Figure 5. Composite fields of relative vorticity, divergence, and vertically integrated horizontal 

wind vector on a vertical plane at 27.5-N latitude and zonally covering the whole west–east extent 

of the study area. Maps show the vertical profiles on 4 February (the day of the peak snow episode) 

at 00Z (a), 06:00Z (b), 12:00Z (c), 18:00Z (d), and 24:00Z (e).  
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In the days and weeks preceding the historic snowfall event over the Himalaya, the seed of WDs 

had been sown in the sea regions of the Mediterranean basin in the form of the extratropical storm 

Elpida in the last week of January 2022 (Reuters & CNN Weather, 2022)x. The higher-than-normal 

temperature in the Black Sea region provided additional heat and moisture to sustain the storm in 

the SWJ stream eastward to the Himalayan region. The hurricane-like atmospheric systems called 

‘Medicane’ (Miglietta, 2019) were the early precursors of the WD that propagated eastward carried 

in the mid-latitude westerlies and the SWJ stream at its core. The baroclinic and diabatic processes 

to Medicane development was similar to the transient eddies (Rossby wave breaking) of the WDs. 

The baroclinic instability was expected to be less intensified by the diabatic processes, but this 

particular snow-making weather system was perturbed by a sizeable convection in the west and 



 

 

south-west of Bhutan from the warm, moist airstreams pulled in from the Indian Ocean to interact 

with the upper-level pressure trough over eastern Nepal, Sikkim, and the Bhutan Himalayas. There 

was abundant moisture piped in from the Mediterranean region embedded in the warm current of 

the SWJ stream. The amplification of the upper-level winds, the deepening of the WD trough, and 

the strengthening of the vorticity over the region in concert acted as a massive suction pump for 

moisture from the Bay of Bengal and the Indian Ocean in general. The moisture-laden air mass 

underwent an uplift from the frontal winds, the pressure gradient force, and the orographic lift, 

which cooled the moist air mass in its vertical ascent to form a cold cloud and ultimately 

precipitating to the ground as snow where the near-surface temperature was cold and deep enough 

to form ice crystals. The cold waves engulfing the plains south of the Himalayan range magnified 

the convective gradient with warm air above the land and ocean further south, forcing the warmer 

air to rise above the diverging cold-air mass southward. The moisture-laden air mass was advected 

in the convergent flow at the surface low-pressure centres upstream behind the cyclonic ascent of 

the jet stream and amplified by the topographic uplift to produce intense precipitation ahead of the 

baroclinic disturbance. Deep convection transported water vapour to the high tropospheric level. 

Moisture plume in the satellite images confirmed their zonal transport and phasing with the 

convective plume from the Bay of Bengal (not shown). The cold-air incursion from the north also 

created a frontal lift further amplified by the orographic ascent against the backdrop of strong 

meridional variation in temperature. Besides these interactions and exchanges, a diabatic process 

appeared to also play an important role in the causation of the event in relation to the geographic 

positioning and topographic characteristics of Bhutan. 

 

For precipitation to occur and fall as snow on the ground, the atmosphere must contain sufficient 

water vapour and have a conducive vertical temperature profile. Figure 6 presents the vertical 

profiles of temperature (a); specific humidity (b); fractional cloud cover (c); specific cloud ice 

water content (d) as atmospheric quantities to determine where precipitation will or will not occur; 

and how water-phase partitioning is influenced by the thermal structure and the wind system. The 

vertical slices were made to intersect at the geographic coordinates closest to our case location in 

Punakha, considering the 0.25o resolution of the ERA5 reanalysis. Figure 6-A provides the cross-

section through the 27.5-N latitude and Figure 6-B gives the cross-section through the 90-E 

longitude of the atmospheric elements in the tropospheric layer (1000–100 hPa). The spatial extent 

of this analytical sub-domain is confined between 20-40N latitude and 80-100E longitude, and at 

the crucial point in time (06z, 4 February) when the event snowfall reached maximum intensity; 

all to assess whether atmospheric conditions were conducive for anomalous snowfalls in least 

expected places. 

 

The vertical cross-section along the east–west (27.5N) and north–south (90E) transects at 06:00Z 

on 4 February reveals quite interesting aspects of the meteorological fields that controlled the 

weather event culminating at the surface despite these charts representing only a single snapshot 

in time. The entire atmosphere was below freezing, down to 950 hPa, with a gradual rise eastward 

up to 850 hPa, but interposed with localised lows (Figure 6 A-a). The meridional structure of the 

temperature featured a dip at the 27.5-N position extending upward to at least 500 hPa. It’s likely 

that all areas higher than 1200 masl and west of 90E would have experienced below-freezing 

temperature, thus satisfying one critical condition for snowfall. The water-vapour mass measured 

by specific humidity showed substantial lower tropospheric moistness (2.6 – 5.2 x 10-3 kg kg**-1), 



 

 

although the zone extending the Bhutan border indicated comparatively drier air at the surface; 

however, the vapour column aloft was deeper and thus held more moisture to precipitate. The 

meridional structure clearly captures the moisture cutoff at around 28N since the high Himalayan 

ridge blocked the available water vapour from moving further north, and the orographic and 

convective lift could carry it only as high as 450 hPa. This constituted a situation akin to a dry line 

with a west–east orientation perhaps following the highest Himalayan ridges that separate the wet 

southern slopes from the dry Tibetan Plateau. At that point in time, the cloud cover was complete 

from the ground to near the 200-hPa level, thus extending higher than the moist air layer and 

primarily feeding the snowfall (Figure 6-c). The lower-level clouds were generally confined to the 

south-western part of the analysis area corresponding with the centre of the intense convective 

precipitation, as explained later while dissecting the observational data. The meridional slices 

picked up the boundary between the warm, moist air mass and the cold dry air mass to the north. 

The band of cloud in the upper troposphere is associated with water-vapour advection in the 

westerly flow. The highest fractional cloud cover was centered around 400 hPa and was found to 

be decreasing above 300 hPa and below 500 hPa, consistent with an earlier study which observed 

that WDs exhibit maximum vorticity in this band of pressure levels (Hunt et al., 2018). The 200-

hPa height marked the cloud top. The orographically generated cloudiness merged with the upper-

level cloud and continued spreading north-east across the Tibetan Plateau, but the water vapour-

content of any precipitable consequence was not detected beyond 35oN. The centre of the 

maximum specific cloud-ice water content was located at 400 hPa, directly above the areas 

experiencing the intense snowfall. The north–south profile through 90E exposed the abrupt 

reduction in ice particles which once again explains the prevailing dryness north of the 28-N 

latitude. The optimal juxtaposition of wind, moisture, and temperature patterns over the Bhutan 

sector of the Himalayan range, and the dynamic interactions among other meteorological fields 

conducive for formation of ice particles, phase transition and aggregation all pointed to a probable 

signature for heavy and prolonged snowfall. The dendritic growth zone for snow production (-12 

to -16oC) was approximately located between 600 hPa and 550 hPa, overlapping with a band 

holding 1.3-2.6 x 10-3 kg kg**-1 of water vapour. The snow particles falling through the below-

freezing cloud cover layer extended to the ground level (Punakha, roughly positioned around 850 

hPa level), thereby ensuring crystal growth by accretion and precipitation as snow at the surface. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Figure 6. Vertical composites of upper-air meteorological fields over the Eastern Himalaya. 

A                     (a) (b) (c) (d) 

    
    

B                    (e) (f) (g) (h) 

    
 

Finally, we analysed the elevational difference between the 1000-hPA and 500-hPA constant 

pressure levels to identify frontal activities and investigated the transition line in the precipitation-

phase partitioning to expect rain or snow. The thickness value of 5400 meters height difference 

was taken as the traditional line to determine rain or snow, which was a good first guess, as it 

closely followed the surface freezing temperature (0oC). Figure 7-A describes the thickness isoline 

(blue) overlaid with surface pressure, precipitation, temperature, and wind vector in an attempt to 

summarise their composite expression in terms of the state of the surface weather at our particular 

time of interest (here we used the time of 06:00Z on 4 February throughout). The 5400-m thickness 

contour was checked against the corresponding 0-degree level (green line), which is the height 

above the surface where temperature passes from positive to negative at a specified time. The 5400-

m thickness contour closely followed the 0oC isotherm (red contours) of the surface temperature 

in the mountain terrain. However, they diverged considerably in the northern plains of Pakistan 



 

 

and India with the 5400-m line shifting further south from the 0oC isotherm before returning to its 

expected position through the lower Mustang Valley separating the Dhaulagiri and Annapurna 

ranges. It is not clear what caused this shift, but certainly the upstream pressure ridge aloft the 

region in the upper troposphere could structurally have influenced the expression and evolution of 

the lower atmospheric fields. A cold front located to the north-west penetrated deep into the 

adjacent plain unleashing a cold air outbreak engulfing the surrounding area for an extended period 

of time. Then the temperature plummeted to a near-record low, and in concert with the cold-air 

pool in the lee-side trough, which might explain the deviation seen in the thickness line. The 0o-

level (green line) has a good fit with the 0oC isotherm of the near surface 2m temperature although 

like the thickness contour it is expressed in height above land surface. All the snow episodes at that 

particular hour of the day were observed poleward from the transition lines. Heavy snowfalls were 

detected in Himachal, the Everest area, Sikkim, and in the north-western parts of Bhutan. Any 

precipitation occurring on the equator side of the lines would have fallen as rain, which was 

validated by media reports of unseasonal short-fused showers in north-west Bengal, the Terai 

region, and the eastern foothills. Figure 7-B shows the 850-hPa-level wind vector overlaid onto the 

surface isobars that recognisably depicts the depression over North India and a shallow low over 

south-east Bangladesh. Wind condition is gustiest where the 5400 isoline crosses the isobars at 

right angle and light wind decreasing to near still-air when aligned parallel to each other. Instances 

of such conditions prevailed over the ocean, near mountain and in positions of strong positive or 

negative divergence coupled with strong vertical motions. As expected, the wind was calm along 

the snowbelt, with its direction conspicuously opposite to the bearings observed at the upper 

tropospheric levels due to the vortical extensions (as explained earlier) and the alternating curls of 

wind fields powered by the surface-pressure gradient. The general outline of the key atmospheric 

parameters and the controlling weather elements associated with the snow event were not unique 

but they manifested at an amplitude that had been rarely achieved or fulfilled in the recent past. 

 

Figure 7. A: Determination of precipitation-phase partitioning with 5400-m thickness contour (blue 

line), 0o-level line (green), and isotherms of surface temperature (red). The blue shades show the 

occurrence and intensity (dark to light represents decreasing intensity) of the snowfall at 06:00Z 

on 4 February. B: Surface isobars and isotachs showing pressure changes driving the surface-wind 

conditions;  



 

 

 

 
 

d - Surface precipitation footprints of atmospheric dynamics 

 

To examine and accurately locate the ground-level footprints of precipitation, we used the 

observations and multi-source merged datasets (IMERG, MSWEP) together with the cloud-cover 

extent from the ERA5 reanalysis data. The gage-based daily observational data unfortunately 

lacked the spatiotemporal resolution and snowfall details that we required for a meaningful 

analysis. Alternatively, we explored and considered the ERA5-Land reanalysis to provide realistic 

estimates of snow-related parameters in validating of the results from our composite analysis of 

upper-air features in event detection and evolution. The uncertainty in observations for 7 days case 

study was considered to be greater than that of the ERA5-Land dataset as the latter is derived from 

lapse-rate corrected atmospheric forcing, applying robust checks for usability and reliability. 

Figure 8 shows the spatial pattern of event precipitation at the surface during the peak snowfall 

episode from 06z – 12z on 4 February. 
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The surface precipitation from MSWEP28-NRT and IMERG-Late constructions were comparable 

with 327.38 mm and 406.68 mm respectively in daily maximum accumulated totals, while the total 

maximum precipitation from ERA5-Land reanalysis was more than twice the value obtained with 

multi-source-gridded dataset using the previous two methods (Figure 8-B). Since the MSWEP 

product is based on a state-of-the-art gage, satellite, and reanalysis data sources, and assessed to 

exhibit better performance than other similar multi-source products (Beck et al., 2019), we used it 

here as a reference for diagnosing the significance of upper-air synoptic features in controlling the 

spatiotemporal patterns of occurrence, duration, and intensity of the snowfall. The IMERG-based 

precipitation indicated a slight overestimation compared to that derived from MSWEP-NRT. 

However, the distributions were similar, with the highest one-day intense precipitation 

concentrated in the foothills of north-west Bengal, bordering Nepal and Bhutan. Much of the area 

under the precipitation footprint received no less than 50 mm/day of precipitation, which is 

considered extreme according to the World Meteorological Organization (WMO) classification 

guide. The heavy precipitation corridor extended south to the Bay of Bengal, indicating a surfeit 

moisture flux that fed the extreme event, while its distribution pattern was also mirrored in the total 

column of vertically integrated water vapour and specific and relative humidity (not shown). The 

convective feature and shallow convection cells certainly did contribute to the increase in 

precipitable water to feed the snow-spawning system. As displayed in Figure 8 (A:a–d), the system 

shifted eastward by about 300 km between 00Z and 18:00Z, and evaporated over the far-eastern 

end of the Himalayan range. Upstream pockets of discontinuous precipitation over central Nepal 

also evaporated as the WD got cut off as atmospheric structure rapidly returned to stable 

stratification. However, the centre of maximum precipitation was spatially confined to the south-

western border of Bhutan, and considerably weakened by the end of the day. The overall effect of 

the disturbance was widespread snowfall over greater part of the Himalayas and Bhutan, 

recognisable from the MODIS-based improved daily snow-cover products (Thapa & Mohammad, 

2021) provided in the supplementary material. 

 

Figure 8. The left-hand column shows the evolution of three-hour surface precipitation from 

MSWEP-NRT from 00Z to 18:00Z on 4 February. The right-hand column provides a visual 

comparison between the precipitation estimates derived from different products (a – CPC, b – 

ERA5-Land, c – IMERG, d – MSWEP-NRT). 

 

A. Sequence of MSWEP-NRT 3-hour 

accumulated precipitation in a 6-hour 

time step on 4 February 

B. Estimates of daily total precipitation 

from state-of-the-art sources of 

harmonised data sets (CPC, ERA5-Land, 

IMERG, MSWEP) 



 

 

 

 

 

 

 

 

 

 

 

e - Mesoscale perspective on synoptic structure and dynamics 

 

Embedded in the synoptic motion is the mesoscale motion driven by local temperature and pressure 

gradients, frontal activities, convection, etc. The mesoscale precipitation along the mountain range 

e. CPC GLOBAL PRCP V1.0 RT daily total precipitation (mm) on 4 February 

f. ERA5-Land daily total precipitation (mm) on 4 February 

g. IMERG-Late daily total precipitation (mm) on 4 February 

h. MSWEP-NRT daily total precipitation (mm) on 4 February 
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d h 
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fed by the westerly aloft and easterly beneath played an important role in bringing rain and snow 

to the north-eastern part of the Himalayas, especially at lower elevation and along the foothills. 

Their characterisation is only possible through the use of highly resolved datasets such as those 

generated by weather models, ground radar, and the dense network of upper-air-sounding stations. 

Setting up and running such a numerical weather prediction (NWP) model in a hindcast mode is 

beyond the scope of this study. The analysis and evaluation of mesoscale features simulated by 

such NWP during the study period would have revealed more details about the mesoscale 

transverse circulation about the SWJ, with a large magnitude lift steering the weather system to 

generate copious snow. Local-scale land–atmosphere interactions often create situations quite 

distinct from the synoptic-scale weather with transient and insular elements, as well as features and 

processes that are important red flags for operational forecasters to weigh the potential and 

anticipate extreme events from the clues in the mesoscale patterns. Cannon et al. (2014) found that 

the magnitude and frequency of WDs were greatest in the north-west of the Indian Subcontinent 

and decreased as they progressed eastward. However, there were significant uncertainties in 

synoptic-scale investigations, which can only be resolved through full-physics, limited-area 

modelling experiments. Archives of NWP products for the study area are not available as the model 

outputs (especially the upper air simulations at crucial diagnostic heights) from operational modes 

were not maintained due to poor computing infrastructure, and event-based reruns for research 

purposes were generally not implemented in the region. Therefore, local-level verification of the 

synoptic diagnosis was not possible within the frame of this study. Despite this study uncovering 

the key synoptic-scale features responsible for the bizarre snowfall event, the actual mechanism 

was difficult to determine without the mesoscale observations or high-resolution NWP outputs. 

 

Discussion on the results 

 

It has been demonstrated that excessive snowfall over the eastern Himalaya in general, and over 

Bhutan in particular, typically originates under conditions of deep geopotential trough, intensified 

westerly jet, and ascending motion due to orographic forcing and topographic uplift, together with 

the abundance of moisture supplied from the Bay of Bengal and the Arabian Sea (Zhang et al., 

2004). This study has provided a diagnostic analysis of a heavy snowfall event that brought snow 

to locations that had never experienced it in the last 66–72 years. The key meteorological elements 

on a synoptic scale were examined to uncover the antecedent atmospheric features that induced the 

exceptional snowfall event last winter. The evolution of dynamic and thermodynamic processes, 

as well as wind and moisture fluxes were assessed against the weather conditions on the ground to 

identify the favourable synoptic and mesoscale conditions that initiated this unexpected weather 

occurrence. The striking geopotential features, the vertical motion framed within the diverging 

tendencies, and the associated vortical perturbations in concert have a defining influence on local 

weather manifestation. There has to be abundant moisture to produce precipitation and optimal 

stratification of the vertical temperature gradient to phase it as snow on the ground. In the present 

case, that condition was fulfilled by the moisture carried from the far-western waterbodies in the 

westerly flow and the entrainment of the convective flow from the low-pressure area over the Bay 

of Bengal, and also by the moisture fluxes from the south-west. At the time of this remarkable 

snowfall over Bhutan, moisture advection coincided with the location of warm advection, thereby 

favouring the occurrence of this snowfall event. 

 



 

 

The dynamics of the case of an unusual snowstorm event that pummelled the length of the 

Himalayan range and delivered a historic snowfall over Bhutan centred on 4 February 2022 was 

investigated in the context of initiation, evolution, and decay of anomalous meteorological 

perturbances at isobaric levels. All the parameters employed in the study describe the same set of 

atmospheric features characteristic of a winter snowstorm. The isobaric vorticity analyses were 

able to describe the upper- and near-surface-level dynamic and thermodynamic processes together 

with the structural instabilities that primed the weather system for this eventful snowfall. The key 

fingerprints were the interaction of a region of positive relative vorticity advection ahead of a 500-

hPa trough with a shallow frontal system, and the upper-level potential vorticity anomaly 

associated with the lower-level baroclinic zone, as well as with the shallow frontal system. 

 

The synoptic conditions that favour deep, low-valley-penetrating snowfall events are dynamically 

very different from the normal winter season conditions. The multi-field analysis conducted in this 

study to uncover the meteorological conditions that triggered the snowfall event is considered 

justified although the inclusion of other variables may have yielded a greater insight into the 

synoptic features of interest in terms of operational forecasts. Definitely, a more elaborate analyses 

is desirable for a detailed reconstruction of the coupled land-sea-air thermodynamics of the weather 

system at scale to enable a physical interpretation of the event. But this entails a bigger and broader 

study of a longer-term nature in a collaborative teamwork of specialist earth scientists. With the 

comprehension afforded through our analysis as explained in the Results section, we have 

presented a model of the key synoptic features responsible for the interaction and coincidence of 

different dynamical processes, along with the coevolution of wind and moisture patterns. This 

study will further improve our knowledge and understanding about the occurrence, development, 

and evolution of such rare snowfall events in the future. We believe this study will surely contribute 

to deepening our insight into uncharacteristic snowfalls that we could expect under changing 

climate and provide robust predictions for preparedness and effective response against extreme 

weather conditions. The preliminary analysis of a significant snowfall over the Himalaya and its 

extraordinary occurrence over Bhutan described above has outlined many aspects of the dynamical 

interactions between the mountain range and the westerly flow. An integration of different sources 

of data is essential for a more complete description of the mechanism of the event, beyond the 

usual integration of gage, EO, and simulated and reanalysed data products. An increased cyclonic 

westerly flow in February, depressed geopotentials, below-freezing temperature throughout the 

vertical column of the atmosphere, higher relative humidity, and strong ascending motions are 

some of the key highlights of this abridged regional overview and expanded localised case study 

about this uncommon snowfall event. 

 

Summary and conclusion 

 

Explaining the unusual snowfall of last winter (DJFM, 2021–22) involved a complex 

meteorological study. Several weather fields and thermodynamic features interacted with each 

other as well as the land surface in creating the right environment for seeding the precursory ice 

crystals and super-cooled water droplets and, again under the right condition, fell to the ground as 

snow in least expected locations. As mentioned in the preceding sections, the object and focus of 

this study was not to dwell on the conventional measurements of extreme events in terms of depth 

and extent, but specifically to take a synoptic snapshot (ERA5 also resolved meso-α-scale details) 



 

 

of the three-dimensional view of the key meteorological variables and fields to uncover the then 

prevailing atmospheric dynamics and structure over the event period assessed at a short-(hourly)-

to-medium (seven days) range. Accordingly, the study implemented a composite analysis approach 

rather than a comparative analysis, with the underlying purpose to address the question of why 

many places, especially in the eastern Himalayas, witnessed rare, once-in-a-lifetime (e.g. Punakha 

and the Wangdi Valley in Bhutan) snowfalls despite the common narrative of a rapidly warming 

world. We believe the answer lies in understanding the synoptic and mesoscale dynamics 

associated with the event and not in merely characterising its anomaly with extreme statistics based 

on standard measurements of snowfall or providing historical or future contexts. 

 

In this study, we have utilised the weather observation tools (ground and satellite), the ERA5 

reanalysis products, and research data sets from past studies to present a synoptic overview of the 

prevailing meteorological conditions from the ground to the upper atmosphere during the snowfall 

event of the 2021–22 winter season, specifically focusing on such a rare event in Bhutan. The 

objective was to investigate the atmospheric anomalies in its fields and features that provided the 

right structural and dynamical context in three-dimensional space and evolution over time for the 

event to transpire as it did on 4 February 2022. The results obtained from the analysis of 

meteorological parameters at selected layers of the upper atmosphere on pressure levels indicated 

the concurrence of several short-range weather phenomena triggered by an intense bout of WD, 

strong westerly flow, cold wave in the foothills and plains of northern India, moisture convergence 

piped in from the Bay of Bengal, and a vertical temperature profile favouring snow over other 

forms of precipitation. The findings contribute to a greater understanding of the mechanism and 

processes involved at synoptic scale in the elucidation of the snow weather pattern. The findings 

also strengthen the forecasting procedure in operational meteorology for accurate and timely 

prediction of rare and extreme events. More than ever before, national weather services now have 

access to more situational intelligence, guidance materials, and tools to explore broader fields in 

atmospheric dynamics and prognostic features beyond the traditional practice of drawing insights 

from meteograms and pressure charts. The ultimate objective recognisably was to improve forecast 

reliability and skill and accuracy in order to inform decisions and actionable solutions that can 

enhance safety and socioeconomic security, as well as reduce risks and reap benefits. 

 

WDs are extratropical systems embedded in the SWJ responsible for winter rainfall at lower 

elevations and snowfall at higher elevations in the western Himalaya. Here, winter precipitation is 

critical for agriculture and for replenishing glaciers and snowpack, which are vital for water 

security. WDs are also associated with hydrometeorological hazards like floods, landslides, and 

avalanches which cause disasters across the Himalayas. The WDs are embedded features of the 

SWJ interacting with the mountain ranges, which presents an opportunity for seasonal 

predictability through global teleconnections, such as the NAO and ENSO that influence the 

position, frequency and intensity of the SWJ (Hunt et al., 2018), and hence the baroclinic instability 

of WDs. WDs are therefore fundamental atmospheric features that redistribute energy, momentum, 

and moisture at a regional scale. So, the understanding of WD activities and their interactions with 

the Himalayan ranges is fundamental to any snow-related study in the region. 

 

The causal clues to the meteorological drivers of the snowfall event were diagnosed and inferred 

from the assessment of the atmospheric structure and dynamics controlling the region’s weather 



 

 

system from 1–7 February 2022. The investigation at 13 vertical levels in the troposphere over the 

study area was adequate to uncover the key weather fields and thermodynamic features 

characterising the event. Upper-air pressure, geopotential height, moisture, wind, vorticity, and 

velocity fields, as well as temperature and precipitation at the surface level were analysed to detect 

the parametric signatures and event footprint on the ground. The SWJ in the westerly wind is a 

prominent feature at 200- and 300-hPa levels, although the streamline velocity is slightly reduced 

and shifted poleward at 300 hPa since geopotential heights decrease from the equator to the poles. 

Under normal climatology, the alternating pressure troughs and ridges in the SWJ shifting from a 

negative (westward) tilt to a positive one suggests the weakening of WDs to complete dissipation 

on their passage eastward, and consequently, less snow in terms of frequency and intensity. 

However, in this case event, the pressure trough sustained its negative tilt during the course of its 

life cycle, which was suggestive of a stronger westerly than in a normal season. The orographic 

uplift forced by the Himalayas further accentuated the cyclonic flow pattern, thereby generating a 

wave-train of intense positive vorticity which when juxtaposed with low-level moisture incursion 

led to the episodic precipitation along the southern slopes of the range. Further, a vorticity of the 

most intense kind overlapped with the trough at its greatest geopotential gradient and consistently 

north of the SWJ core. But the places that reported snowfall were downstream (east) of the vorticity 

maxima associated with flow convergence and ascending vertical motion. Therefore, we infer that 

the rate of change in vortical intensity may be more important than the absolute vorticity value in 

determining the magnitude and duration of a WD governing snow weather in the Himalayas. 

Temperatures in the lower troposphere dictate whether precipitation will fall as rain, snow, or 

something in between (sleet). The phase of precipitation is not always easy to predict; snowfall is 

commonly recorded at near-surface temperatures well above 0°C, while rain can occur at 

temperatures below 0°C. This depends on the temperature structure in the atmospheric boundary 

layer, the initial size of the precipitation particle, and the transit time (height, speed, and path) of 

the precipitation. The ERA5 reanalysis data was able to represent explicitly the precipitation 

processes and the phase of precipitation on the temporal and spatial scales needed for a detailed 

evolution of weather systems.  

 

As long as sufficient moisture is available in a cloud, ice crystals (snowflakes) will continue to 

grow until they become heavy enough to drift to the ground. Snowfall is associated with two main 

mechanisms of precipitation: an orographic uplift of moist air masses; and air-mass mixing/frontal 

precipitation. Both mechanisms were at work in the case of the snowfall along the southern slopes 

of the Bhutan Himalayan range, where inland advection of moist air masses led to an uplift, and 

the warm front from the Bay of Bengal interacting with the WDs embedded in the westerly 

streamline pushed southward due to the cold-air intrusion, thereby forcing the warm air to 

gradually rise. This led to stratiform cloudiness and precipitation north of the front, as well as a 

transition from rainfall at low altitudes to snowfall at higher elevations. Since the 5400-m thickness 

contour sat south of the foothills of the Bhutan Himalaya on 4 February, the low-lying areas north, 

particularly along the western-central belt, received snow of varying amounts, including in the 

interior, subtropical valleys of Punakha and Wangdi. In this rare event, the orographic and frontal 

precipitation processes acted in concert to deliver more moisture than possible under the control of 

only a single mechanism. However, the exact, local-scale driving mechanism that brought snow to 

the subtropical altitudes as low as 1000 masl was difficult to determine due to the lack of - intensive 

mesoscale observations; more granular reanalysis products; numerical weather prediction (NWP) 



 

 

outputs; upper air soundings; and radar imageries. Future studies purposed around similar issues 

could deepen as well as broaden the knowledge and insights into the governing physics of 

atmospheric dynamics and thermodynamical forcing by focusing in-depth on: regional wind 

circulations; teleconnections between pressure centres; the deep convection associated with WDs 

and extratropical lows of monsoonal origin; moisture advection and convergence along the 

Himalayan foothills; linkages between SWJ meanders amplifying or shallowing; the intensity of 

WDs; and cold-air intrusion southward into the Indo-Gangetic plains of North India. 

 

By investigating an inclusive perspective of WDs and how they interact with the background 

atmosphere, we have further improved our understanding of the factors that influence winter 

precipitation over Bhutan. Moving forward, this provides a basis on which we may better 

comprehend how a changing climate will affect WDs and the winter precipitation in the HKH 

region and thus improve our ability to project into future decades while minimising uncertainty 

with respect to potential disruptions and risks in the mountain hydrological cycle and water 

resources. To conclude, a few points from the study are worth reiteration: 

 The upper- and mid-tropospheric depressions set up a favourable large-scale environment 

for snowfall in the Himalayas through the establishment of SWJ flow against topographic 

barriers, local mesoscale factors, cross-barrier flow, and the moisture flux entrained within 

and advected/convected en route during its west–east passage. 

 Snowfall is unambiguously related to the presence of orographically captured depressions 

like WDs, which are westerly waves trapped and intensified by the unique large-scale 

topographic feature of the Himalayan mountains. 

 Based on the correspondence between low-average geopotentials and temperatures, along 

with the high number of cold and depression events, the future years that are most likely to 

feature a similar snowfall event like the one in 2022 are those that will see abundant 

atmospheric water vapour and moisture fluxes and exchanges with other systems like 

tropical depressions and low-pressure areas. 

 Strong westerlies over South Asia continue blowing against the Himalayas, suggesting that 

orographic lifting plays an important role in the regional circulation, particularly at > 500 

hPa where the winds are less susceptible to blocking and where its ascending vertical 

motion is at its maximum. 

 Clouds are either isentropically, diabatically, or orographically generated, as their creation 

regions are fixed in space along the mountains given a favourable geometry. 

 The unusual dynamic coupling of an upper trough in the westerly streamline with the 

remnants of a low-pressure system over the Bhutan Himalayas could enhance lifting and 

moisture pooling, causing heavy snowfall that could occur even at low-elevation areas, 

especially in valleys oriented to facilitate deep moisture intrusion from the south. 

 Climate diagnostics indicate greater tendency for development and sustained troughs in the 

mid- and upper tropospheric westerlies in their passage eastward; and the tropical 

disturbances becoming stronger and shifting northward with increasing SST; SWJ stream 

nudging equator-ward under changing synoptic regime for heightened probability of 

similar event in the future. 
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Abstract 

Meteorological data and forecast products have a diverse array of users; the public, the 

government, and private businesses among others. For all intents and purposes, the quality 

of data and the accuracy of forecasts is pivotal to making sound decisions. Reliable and 

accurate weather forecasts can support socio-economic development and essential early 

warning services. Hence, it is important to actively validate new and better methods to 

forecast the weather with greater accuracy. This paper aimed to investigate the efficacy 

of Kalman Filtering near-surface temperature forecasts in Bhutan by comparing its 

verification scores to other operational methods such as Numerical Weather Prediction 

models and consensus forecast. The primary score used was root-mean-square error with 

Pearson correlation coefficient as the secondary metric. This preliminary verification was 

done at 20 spatial points (corresponding to 20 observation stations) for the months of 

March and April. The range used was limited due to data unavailability at the time of 

study. The results showed that for both maximum and minimum temperatures, the 

integrated WRF4-GSM Kalman Filter temperature guidance performed the best. It had 

the lowest root-mean-square errors of 1.85 (maximum temperature) and 1.46 (minimum 

temperature) proving its efficacy over existing methods. A nuanced analysis of point-

specific performance revealed that the errors varied considerably across regions with no 

discernible pattern alluding to a confounding variable or inconsistent observation data. 

1 Introduction 

Weather forecasts are of high economic and social value, especially in developing countries 

where critical decisions are made largely based on data. Planning activities on scales ranging 

from everyday routines to national policies rely on meteorological data and forecasts. Many 

economic sectors like agriculture, renewable energy, aviation, tourism, and disaster 

management are highly environment-sensitive and require good quality forecasts. The public 

is also increasingly dependent on forecasts and early warning services, especially in a changing 

climate. Meteorological service providers around the world rely on sophisticated computer 

tools for accurate forecasts. For example, the UK Met Office uses their state-of-the-art Unified 

Model for both weather and climate forecasts on a range of spatial scales (The Met Office, 

2025). The model is also capable of incorporating different data assimilation schemes and 
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ensembles. In Bhutan, as the agency responsible for providing meteorological services, the 

National Centre for Hydrology and Meteorology (NCHM) employs various tools with differing 

methodologies to provide daily near-surface temperature forecasts for 20 spatial points. These 

tools include but are not limited to: global Numerical Weather Prediction (NWP) models, 

mesoscale NWP models, statistical bias-corrected guidance products, and forecaster consensus 

(the tools are discussed in more detail in the subsequent sections). However, weather 

forecasting remains challenging in mountainous topography, hence frequent quality checks and 

efforts to improve accuracy are important. Currently, NCHM has performed annual 

verifications on NWP models and consensus forecasts but has yet to quantitatively compare 

the forecast methods to identify the best-performing tool for product dissemination. This paper 

aims to instigate such an annual comparative verification routine through this preliminary 

investigation of the Kalman Filter (KF) temperature guidance. 

1.1 Numerical Weather Prediction Models 

The modern standard for weather forecasting in most meteorological centres of the world is 

NWP modelling. NWP models are programs of computer code that solve a mathematical model 

of the physical atmosphere’s initial conditions, dynamics, parameters, and interactions with 

other earth systems. The first step of NWP, i.e. initialisation, involves the development of a 

gridded representation of the atmosphere’s current state in terms of variables such as 

temperature, pressure, and humidity, among numerous others. 

This is done through grid interpolation of in-situ (surface stations, marine stations, radiosondes, 

and aircraft observations) and remote (satellites) observations (Thepaut and Andersson, 2010). 

With this basis, the model then solves a set of nonlinear partial differential equations called the 

primitive equations for each grid cell (the size of which is determined by the resolution of the 

model) using finite difference methods or spectral methods (Pielke, 2001). Processes that occur 

at a scale smaller than the grid’s size as well as interactions with other earth systems are 

resolved using empirical equations, viz. parameterization. The end product of the computation 

is a forecast value for each variable in each grid cell which is then visualised for interpretation. 

For example, if we were forecasting temperature for Bhutan at a resolution of 3 km, each 3km 

by 3km area would have a temperature value which could be mapped as a contour for reference. 

With the advent of supercomputers and further advancements in the research of atmospheric 

physics, current NWP models predict near-surface temperature with great accuracy even at a 

global scale. For example, in their evaluation of the forecasts from the European Centre for 

Medium-Range Weather Forecasts (ECMWF), Haiden et al. (2019) found that the 72-hour 

deterministic two-metre temperature forecasts provided by ECMWF’s Integrated Forecast 

System (IFS) had a Root-Mean-Square Error (RMSE) of 2 K, which is considerably low for a 

global model. Model accuracy is improved through several approaches such as increasing 

spatiotemporal coverage of observation data, data assimilation of initial conditions, refining 

resolution/discretization approach, improving the dynamical core, and fine-tuning 

parameterization schemes (Schultz et al., 2021). This paper looks at an external method, post-

processing, as a prospect for improving temperature forecasts. This revolves around a statistical 
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model that takes NWP forecasts and observation data as inputs to bias-correct the forecast 

periodically. 

1.1.1 Global Models 

Based on the domain, i.e. spatial coverage of an NWP model, they can be categorised under 

global models or regional models. As the name suggests, global models run simulations for the 

entire globe usually using a spectral method as opposed to finite differences. Regional models, 

on the other hand, capture a specific local area and account for smaller-scale processes due to 

their higher resolution. However, regional models are reliant on global models to provide 

boundary initial conditions, ergo, errors in global models carry over to regional models (Haiden 

et al., 2019). 

At NCHM, several forecast products from global models are used for reference and 

comparison. Among these, four models are used directly in the form of numeric data: the US’s 

Global Forecast System (GFS), Canada’s Global Environmental Multiscale Model (GEM), 

ECMWF’s IFS, and Japan’s Global Spectral Model (GSM). The choice of models is largely 

based on free availability of data and download size/time. This paper focuses on GSM since it 

is the only global model utilised by the KF guidance at present. The Japan Meteorological 

Agency’s (JMA) GSM model had a horizontal resolution of 20 km before their March 2023 

update, after which it was refined to about 13 km (Yonehara et al., 2023). It runs 128 vertical 

levels and has a forecast range of 132 hours (NCHM only extracts data for the first 72 hours).  

1.1.2 Mesoscale Models 

Mesoscale models are regional models possessing high enough resolutions (typically 2 to 20 

km) to capture mesoscale processes such as vertical circulation caused by convection and 

topographical factors. One such model is the Weather Research and Forecasting (WRF) model 

developed by a collaboration between many scientific bodies of the US and currently run 

operationally at their National Center for Environmental Prediction (UCAR, 2024). It is one of 

the few open-source models that come with an inbuilt user-friendly customising software, i.e. 

it allows free installation and modification. The versions installed at NCHM have been 

configured to cater to Bhutan’s meteorological needs in terms of spatial domain and weather 

pattern schemes. NCHM currently runs two versions of WRF: version 3.4.1 (WRF3) and 

version 4.3.1 (WRF4); both with a one-way nested domain system with the inner domain used 

predominantly. They adopt a horizontal resolution of 3 km, 79 vertical levels and a forecast 

range of 72 hours. The models use GFS data for its initial boundary conditions. 

1.2 Consensus Forecast 

The weather forecasts disseminated by NCHM at present, particularly the daily temperature 

forecasts, are a form of consensus forecast. It is a product formulated by combining forecasts 

from several methods. However, it is more of a qualitative consensus forecast whereby the 

forecasters refer to various products including NWP models, forecast guidance, and recent 

observation data. Then, using their extensive knowledge and experience, they make a 
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subjective ‘average’ as the final forecast. This method has been the most effective considering 

the lack of capacity for probabilistic forecast. This forecast will be referred to in this paper as 

the ‘final forecast’. 

1.3 Kalman-Filter Temperature Guidance 

As useful as they are, NWP forecasts have a lot of uncertainty due to the stochastic nature of 

meteorological processes, the impracticality of having observations at every grid point, and 

inherent model errors arising from approximations. To reduce these errors in NWP models, 

guidance produced from the statistical interpretation of NWP and observation data is 

commonly used in many forecast centres. Most such guidance products are built on Model 

Output Statistics (MOS) such as the Multiple Linear Regression (MLR) method which 

statistically relates two or more variables in the following manner: 

 y = c0 + c1x1 + c2x2 + ... (1) 

Whereby y is the predictand, cn are the coefficients and xn are the predictors (JMA, 2019). MLR 

is simple and easy to implement, and it was the bias correction method used by JMA 

operationally till 1996. However, Galanis et al. (2006) states that ‘discrepancies have been 

found in MOS applications in cases of short time local weather changes or updates of the 

atmospheric model in use’. Additionally, since the coefficients in Equation 1 are fixed, MLR 

requires a long set of past data to function well. 

To approach this issue, JMA has since switched over to methods that allow ongoing 

adjustment of statistical equations based on Kalman Filtering. Kalman Filters are a set of 

equations that computationally solve the least square method using evolving coefficients to 

minimise errors. The KF guidance at NCHM is a modified version of the one used at JMA. It 

solves the following equations to find the forecast value xτ+1 at time τ + 1: 

yτ = cτxτ + vτ      (2)  

   xτ+1 = cτAτ + uτ     

 (3) 

Where yτ is the predictand, cτ is the coefficent matrix, xτ is the predictor matrix, vτ is the 

observation noise, Aτ is a matrix describing the evolution of the coefficients and uτ is the system 

noise. The salient advantages of this method are the adaptability to fluctuations in observation 

and functionality with a shorter set of past data (Galanis et al., 2006). Due to its dynamical 

error correction, KF allows for coping with rapidly changing weather conditions as seen in 

Bhutan. This juxtaposes MOS which is more appropriate for stable weather patterns.  
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2 Methodology 

2.1 Dataset Preparation 

The KF guidance system at NCHM is set up to use R, Python, and GRADS codes to 

numerically solve Equations 2 and 3. It is automated in a Windows environment using shell 

scripting. The guidance requires two types of initial datasets: observation and NWP data. 

NCHM prepares a daily Excel file containing the maximum (Tmax) and minimum (Tmin) 

temperatures of 20 manual observation stations. These are uploaded to a data storage server 

accessible to the guidance system. 

For NWP data, the guidance extracts GSM, WRF3, and WRF4 outputs. JMA provides GSM 

data through their “JMA High-Resolution GSM Data Service”: 3-hourly surface data (Pressure, 

Rain, Wind, Temperature, Humidity, Cloud) up to 5.5 days ahead (00, 06, 12, and 18 UTC 

initial), and 6-hourly surface data from 5.75 days up to 11 days (00 and 12 UTC initial). Using 

this, the guidance acquires 3-hourly surface data of 12 and 00 UTC initial, and 6-hourly upper-

level data of 12 and 00 UTC initial. These files are then combined into two ‘merged’ files for 

00 UTC and 12 UTC saved in the data server. For WRF3 and WRF4 datasets, the models have 

inbuilt bash scripts to extract only temperature and precipitation data into a GRIB2 file which 

is automatically uploaded into the aforementioned data server. The guidance picks up the 

temperature variable from both model datasets and feed it into a single combined Comma 

Separated Values (CSV) file. 

From this amalgamation of observation and NWP data, the guidance takes an assigned 

combination of temperature values from different sources as its predictors for Equations 2 and 

3 during operational use. These combinations of surface and upper-level variables were 

determined after extensive verification and analysis for different regions. 

Before operational use, the guidance requires a ‘development period’ dataset of at least 2-4 

months. The guidance statistically interprets this development data, taking NWP variables as 

predictors and observation data as predictand to calculate the coefficients. These coefficients 

are then used for forecasting during the operational period where it successively updates each 

day. The length of operational KF guidance is four months but at the time of this research in 

June 2024, WRF4 only had data starting January 2024. Due to this limiting factor, the 

development period was decided to be two months; January-February 2024 and the operational 

period as March-April 2024. 

Accordingly, for these periods, merged files for WRF3, WRF4, GSM, and an integrated 

WRF4-GSM were prepared for 20 stations, for both Tmax and Tmin, and then ran through the 

KF guidance to obtain this study’s dataset. Observation data was prepared for points that were 

forecast by all methods; here, the limiting factor was the final forecast which included only 20 

points. Thus, those 20 corresponding locations were chosen for the study (Fig. 1). 
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Figure 1: Locations and names of the 20 spatial points used for this research; each 

corresponds to an observation station 

2.2 Statistical Verification 

Two simplistic scores were chosen for the verification to garner a concise picture of the 

methods’ performances. For the measure of differences, the RMSE metric was picked since it 

is commonly used for evaluating forecast accuracy. It calculates the square root of the average 

of the squared differences between forecast and observed values. Mathematically, it is 

represented as: 

  (4) 

where yi is the observed value, ˆyi is the forecast value and n is the number of data points. The 

closer the RMSE is to zero, the better the model’s predictions. Through squaring, RMSE gives 

more weight to larger errors, hence it is useful in forecast verification where large deviations 

are a concern. Additionally, it is expressed in the same units as the target variable enabling 

easier interpretations. 

For the measure of dependence, the Pearson Correlation Coefficient (PCC) was chosen. 

PCC measures the strength and direction of the linear relationship between two variables. It 

ranges from -1 to 1, where 1 represents a perfect positive linear relationship, -1 represents a 

perfect negative linear relationship, and 0 indicates no linear relationship. It’s widely used in 

data analysis due to its ease of interpretation and comparison. It is calculated as follows:  
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  (5) 

where r is PCC, xi and ¯x are the forecast value and mean of forecasts, yi and ¯y are the observed 

value and mean of observations, and n is the number of data points. 

 

3 Results 

3.1 Average Verification Scores 

The verification scores described in Section 2.2 were calculated for the 20 points and averaged 

to obtain a verification score representative of forecast accuracy in Bhutan as a whole. 

3.1.1 Maximum Temperature 

RMSE and PCC for Tmax are shown below (Fig. 1 & 2). 

RMSE Tmax 

 

Figure 2: Averaged RMSE for different Tmax forecasts including NWP models, final 

consensus forecast, and KF guidance; green denotes forecasters’ product, blue denotes KF 

guidance products, red denotes NWP products and purple identifies the best-performing 

product 

The nationally averaged RMSE for March and April of each forecast method investigated 

by this paper are shown above (Fig. 2). Predictably, the raw NWP model outputs from GSM, 
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WRF4, and WRF3 had relatively high errors. GSM, being a global model, had the highest 

RMSE value of 7.53 degrees Celsius. In comparison, the mesoscale models WRF3 and WRF4 

had 6.08 and 5.06 degrees Celsius RMSE respectively. The final forecast, which is the 

consensus forecast currently disseminated by NCHM, had an RMSE value of 2.60 degrees 

Celsius. 

All four KF guidances (which use different models) had lower RMSEs with respect to the 

final forecast, with the WRF4-GSM integrated KF guidance performing the best. Its RMSE 

value was 1.85 degrees Celsius, signifying a possible 0.75 degrees decrease in temperature 

forecast error if utilised by NCHM. Interestingly, despite having the highest error, GSM when 

bias corrected, made better forecasts than WRF3 and was almost as good as WRF4. Suspecting 

an underlying reason for this due to prior correlation, the three models’ PCC to observation 

data was calculated. 

(Fig. 3) shows the PCC values for the three models used for KF guidance. As suggested by 

the guidance performance, GSM had the highest correlation with a PCC of 0.8035, closely 

followed by WRF4 and then WRF3. 

Tmax Correlation 

 

Figure 3: Averaged PCC between NWP model Tmax forecasts and observation 

3.1.2 Minimum Temperature 

RMSE and PCC for Tmin are illustrated by (Fig. 4) and (Fig. 5) respectively. The results for 

Tmin concurred with Tmax results. (Fig. 4) shows that the KF guidances had lower RMSEs 

than NCHM’s current forecast with the WRF4-GSM integrated guidance again showcasing the 

best performance. The only contrast from Tmax results was the better forecasting by GSM 

guidance as compared to WRF4, signalling a higher correlation of GSM to observation for 

Tmin than for Tmax. However, as illustrated by (Fig.5), WRF4 had a PCC value higher than 

GSM. This disproves the hypothesis that GSM guidance had better performance than WRF4 

due to a higher correlation with observation. 
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RMSE Tmin 

 

Figure 4: Averaged RMSE for different Tmin forecasts including NWP models, final 

consensus forecast, and KF guidance 

Tmin Correlation 

 

Figure 5: Averaged PCC between NWP model Tmin forecasts and observation 

3.2 Point Verification Scores 

Having identified the WRF4-GSM KF guidance as the best-performing forecast method for 

Bhutan as a whole, the regional variability of its performance was investigated by calculating 

the RMSEs for each point individually. 
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3.2.1 Maximum Temperature 

Tmax RMSE values for each point are shown in (Fig. 1). Generally, the guidance performed 

better in the Western, Southwestern, and Central areas as compared to the Northern, Eastern, 

and South-eastern regions. To gauge the underlying cause, analysis was done on the best and 

the worst performing points, i.e., Tsirang being the best with an RMSE of 1.31 degrees Celsius 

and Trashiyangtse the worst with RMSE of 3.07 degrees Celsius. 

 

Figure 6: Point RMSE for Tmax forecasts from WRF4-GSM KF guidance 

A time series for March and April for Damphu, Tsirang shows simultaneously the Tmax 

observation value, WRF4 NWP forecast value, and WRF4-GSM guidance value (Fig. 7). The 

three lines do not stray far from each other which is in alliance with the overall low RMSE. 

Large day-to-day changes were forecast well by the model and consequently by the guidance 

as well. 
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Figure 7: Tsirang daily observed Tmax (black line) as compared to WRF4 (green line) and 

WRF4-GSM KF guidance (red line) forecasts 

Conversely, when looking at an identical time series plot for the worst performing point, 

Trashiyangtse (Fig. 8), we see the contrary to be true. Drastic day-to-day changes were under-

predicted and the magnitude of changes observed were larger than Tsirang’s. 
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Figure 8: Trashiyangtse daily observed Tmax (black line) as compared to WRF4 (green line) 

and WRF4GSM KF guidance (red line) forecasts 

3.2.2 Minimum Temperature 

A similar point analysis was done for Tmin which remarkably showed differing results. As seen 

in (Fig. 9), the guidance performed better in the Eastern, South-eastern, and South-western 

regions, whereas the Western, Northern, and Central areas had higher errors. This distribution 

is almost an antithesis to that of Tmax as described under Section 3.2.1. 

 

Figure 9: Point RMSE for Tmin forecasts from WRF4-GSM KF guidance 

Notably, the best performing point in this case was Kanglung, Trashigang in the East with a 

low RMSE of 0.82 degrees Celsius. Looking at the time series, the relative lack of large dips 

and rises in temperature is most conspicuous (Fig. 10). 
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Figure 10: Trashigang daily observed Tmin (black line) as compared to WRF4 (green line) 

and WRF4GSM KF guidance (red line) forecasts 

On the other hand, the worst performing point, Haa in the West, had an RMSE of 2.84 

degrees Celsius. Expectedly, the time series plot for Haa (Fig. 11) demonstrates radical changes 

in daily Tmin. 

However, it is worth noticing, qualitatively from the four time-series figures, that the KF 

guidance seems to be capable of handling daily changes within 5 degrees Celsius but has 

difficulty when it fluctuates more than that. So, it can be theorised that the guidance has issues 

with predicting the magnitude and not the event itself. 
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Figure 11: Haa daily observed Tmin (black line) as compared to WRF4 (green line) and 

WRF4-GSM KF guidance (red line) forecasts 

4 Discussion 

WRF4-GSM KF guidance had the lowest error for both Tmax and Tmin, proving to be better 

than NCHM’s current final forecast (Fig. 2 and Fig. 4). This insinuates an improvement in 

NCHM’s forecast accuracy if the KF guidance usage is implemented, confirming the efficacy 

of Kalman Filtering near-surface temperature forecasts in Bhutan. Additionally, because all 

four KF guidances performed better than the final forecast, it opens the possibility of a KF 

guidance probabilistic forecast as well. Another thing worth noting is that the newly operational 

WRF4 does better temperature forecasting than WRF3; this information is useful since 

standalone verification of WRF4 has not been done yet. These findings share a likeness with 

those of Sasaki et al. (2020) in Vietnam who also found the KF guidance performing better 

than their existing products. 

When it came to PCC, it was interesting how some NWP models, namely GSM, 

underperformed by themselves but did better than other models once bias-corrected (Fig. 3 and 

Fig. 5). An analysis of PCC for the models showed that despite GSM’s high RMSE, it had a 

higher PCC with observation. Therefore, once the systematic bias was corrected, it performed 

well. This indicates a need for considering correlation in addition to RMSE when planning to 

incorporate new models into the guidance system in the future. However, it is important to 

know this is not true for every case, as shown in Section 3.1.2 whereby GSM KF guidance had 

lower errors than WRF4 but also a lower PCC. Thus, there must have been a confounder 

variable somewhere causing this effect, the investigation of which is outside the scope of this 

particular study. 
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From the point verification in Section 3.2 (Fig. 6 and Fig. 9), it was shown that spatial 

variability in error does not display any logical pattern that could be corrected easily. However, 

it was interesting to see a complete contradiction between Tmax and Tmin; areas with low 

errors for Tmax had high errors for Tmin and vice versa. It could signal an inverse 

proportionality between Tmax and Tmin forecast accuracy, ergo between day and night 

temperatures. Detailed investigation of the diurnal effect on weather predictability could be the 

subject of future research. 

Finally, through time-series analyses of the best and the worst performing points (Fig. 7, 

Fig. 8, Fig. 10, and Fig. 11), two factors contributing to accuracy were identified: smoothness 

of data and adaptability of the KF guidance. Low error points showed a steady daily change in 

temperature easily predicted by the KF guidance. High error points had huge daily changes in 

temperature uncaptured by the KF guidance. This suggests that the efficacy of KF guidance is 

reliant on its ability to capture extreme changes in temperature. However, it is worth noting that 

the high error points show massive and sudden daily changes of more than 10 degrees Celsius. 

Such variations in Bhutan are unlikely to occur as frequently as shown by some observation 

data. A study by Zhou et al. (2020) showed that day-to-day temperature changes of 10 degrees 

Celsius or more are classified as extreme events and in South Asia, occur only once or twice a 

year. Even in the central plains of the USA with the highest occurrences, it only happens about 

10 times a year. Therefore, the quality of observation data is worth studying, and if it is indeed 

correct then the cause of such drastic changes could be interesting to investigate. 

It is important to state that this study only serves as a preliminary investigation, and more 

substantial testing is necessary for the full implementation of the KF guidance for operational 

forecasting. This study was limited in spatiotemporal coverage; it considered only 20 points in 

Bhutan to represent it and used a two-month period. Although NWP and guidance outputs can 

be extracted for every gridpoint spaced by the model’s resolution, the number of points usable 

is limited by observation data and the final forecast. Nevertheless, future studies could expand 

on this since Bhutan has a very complex topography that demands fine-scale delineation. 

Consideration of automatic weather stations is a viable avenue for this. On the other hand, the 

time period investigated was limited due to a lack of WRF4 data which is a huge caveat of this 

study; any seasonal variation of errors was completely overlooked which could hold important 

findings. WRF4 has been set up to store all future data, therefore follow up verification after a 

year of accumulation would be useful. Furthermore, only two statistical metrics were used to 

verify the forecasts, which had their pros but also contras: RMSE does not provide information 

on the direction of error which would be critical for bias correction, PCC assumes normal 

distribution, and the study did not include a measure of dispersion for that matter. Additionally, 

statistical significances of the metrics were not considered due to the preliminary nature of the 

study. Future work could incorporate more verification scores for a robust analysis such as 

absolute error (provides directional information about the errors), Spearman’s rank correlation 

(does not assume normal distribution), and perform tests to ensure the results are statistically 

significant, i.e. does not arise from random chance.  
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5 Conclusion 

While NWP models such as GSM and WRF provide valuable forecasts, their inherent 

uncertainties necessitate post-processing methods for better precision. NCHM’s current 

consensus forecast combines multiple sources using qualitative judgment. The Kalman Filter 

(KF) guidance offers a promising improvement by dynamically adjusting forecast errors 

through evolving coefficients. Unlike traditional MOS methods, KF requires less historical data 

and adapts effectively to rapidly changing weather conditions, making it suitable for NCHM’s 

use.  

The results of this study confirmed that Kalman Filtering NWP temperature forecasts is 

effective for Bhutan. The KF guidance products have RMSEs lower than all current existing 

forecast methods at NCHM. Additionally, they can be further improved by quality-controlling 

observation data, investigating high error events, and through routine verification and 

maintenance. By implementing KF guidance, NCHM can not only improve its temperature 

forecast accuracy but also assure consistency and objectivity through automated corrections. 

The increased accuracy will be useful for all product users but especially so for stakeholders 

who utilise gridded data as input for their own models and/or analyses. 

Any follow-up verification of forecast methods could take into account more forecast points, 

consider longer periods, and explore more apt verification scores. Future possibilities of 

producing probabilistic forecasts using outputs from different guidances could be explored as 

well.  
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Abstract  

The Digita l Terrain Models provide a  detailed representat ion of the  earth's surface 

that  has a wide range o f applicat ions.  An accurate representat ion o f the  ground 

surface is  essent ial for flood modeling as the model's performance is highly 

dependent  on the DTM's accuracy. The UAV-LiDAR systems can capture and 

ident ify small topographical features like build ings,  br idges,  walls,  vegetat ion, etc. ,  

which can have a substant ial influence on flood pathways and flood t ravel t ime. The 

study explores the method invo lved in DTM generat ion from a  UAV equipped wit h 

a LiDAR sensor.  The paper then details a case study in the Chamkharchhu basin,  

where the UAV-LiDAR system was used to generate a highly accurate DTM, 

demonstrat ing its applicabilit y in  flood hazard mapping and other  geospat ial  

applicat ions.  A compar ison of simulated result s from two terrain sources is also  

presented. The simulated result s demonstrate the significant  influence of DTM 

accuracy in flood depth and the inundat ion extent ,  which affirms the use of high-

reso lut ion terrain models ,  especia lly in small-scale flood modeling studies.  

 

1.  Introduction  

Dig ital Terrain Models (DTMs) are important  tools in geography, environmenta l 

science, urban planning, and civil engineer ing  because they provide detailed 

representat ions o f the Earth's surface,  allowing for  precise spat ial analys is,  

mapping, and decis ion-making (Muhadi et  al. ,  2020; Ozdemir et  al. ,  2013; Raber et  

al. ,  2007; Tsubaki & Fujita,  2010) .  DTMs have t radit ionally been constructed using 

techno logies like ground surveying, satellit e imager y, and aer ial photogrammet r y 

(Udin & Ahmad, 2014) ,  all o f which have limit at ions in terms o f cost ,  accessibilit y,  

coverage,  and accuracy.  In recent  years,  the development  and deployment  o f 

Unmanned Aer ia l Vehicles (UAVs) has revo lut ionized the process of DTM 

generat ion and its applicat ion, making it .   

mailto:tandinw@nchm.gov.bt


UAVs, commonly known as drones,  offer a flexible and cost -effect ive solut ion for  

captur ing high-reso lut ion spat ial data .  Equipped with advanced sensors like RGB 

cameras and LiDAR, UAVs can operate in diverse environments and provide real -

t ime data acquis it ion, which is part icular ly benefic ial for dynamic and inaccess ible 

terrains (Manfreda et  al. ,  2018) .  LiDAR-equipped UAVs, alt hough relat ive ly 

expensive,  st reamline the field data acquisit ion and provide higher spat ial reso lut io n 

in which ground surfaces are represented better  with high-density and high-accuracy 

ground po ints (Liu,  2008; Shahbazi et  al. ,  2014) .  The desired spat ial reso lut ion and 

posit ional accuracy the UAV-based DTMs provide can be used for var ious studies 

and applicat ions (Jiménez-Jiménez et  al. ,  2021) .   

DTM, in general,  has a  wide range o f applicat ions,  from obtaining mountain 

topography to studying glacia l geomorphological changes,  slope mapping to flood 

damage assessment ,  and so on. Also, DTMs produced through UAV techno logy 

provide an accurate representat ion o f the ground with the  most  recent  land use 

changes and developmental act ivit ies ,  which is essent ial for understanding and 

mapping high flood-r isk areas and inundat ion extents.  One of the compelling 

advantages of UAV with LiDAR techno logy over photogrammetry is it s abilit y to  

penetrate the  canopy and acquire ground data (Liu, 2008) alt hough the presence o f 

vegetat ion must  be classified and processed accordingly.  Another advantage of UAV 

is it s abilit y to  generate RBG values for each co llected data point ,  which enables 

users to  ident ify ground features with posit ional data (Furby & Akhavian, 2024) .  

The accuracy of the DEMs generated from UAVs can differ substant ially depending 

on the type o f UAV and the use o f different  sensors.  Although the posit iona l 

accuracy o f the data is generally dr iven by the use of ground contro l points (GCPs)  

and RTK int egrat ion, the abilit y to  gather  detail ed ground features depend s on the 

sensor cho ices.    

 

This study invest igates the methodology invo lved in creat ing DTMs with UAVs,  

concentrat ing on procedures,  accuracy,  and applicat ion. By ut ilizing UAV 

techno logy, researchers and pract it ioners can overcome many o f the problems 

associated with standard DTM generat ion techniques.  The paper will go over the 

full workflow, from data co llect ion to  processing and accuracy eva luat ion,  

emphasizing the innovat ions and advances that  UAVs br ing to  the sector.  In addit ion,  

we will look at  the pract ica l applicat ion of UAV-generated DTMs, demonstrat ing 

their potent ial to  improve decis ion-making processes in sectors such as flood hazard 

assessment  and disaster management  through a case study.  

 



2.   Methodology 

2.1.  Study Area  

The satellite-based Digital Elevat ion Models (DEMs) with varying spat ial and 

temporal reso lut ions (rang ing from 10 m to 30 m) are freely available .  They are 

extensively used for land use planning, glac iers and glacia l lake mapping,  

infrast ructure planning and development ,  flood forecast ing and mapping , and flood 

damage assessment s.  The intr icate mountainous terrain with dense vegetat ion o ften 

result s in satellite-based, freely available DEMs failing to  represent  the ground 

features accurately,  which is especia lly t rue in Bhutan.  The UAV survey in such 

an environment  br idges the gap and ensures bet ter ground representat ion in digit a l 

elevat ion models t hrough iso lated aer ial surveys .   

The UAV survey was carr ied out  in major set t lement  areas of the country  that  were 

impacted by flood hazards in the past  and where there  is potent ial flood r isk in the 

future.  This paper focuses on the Chamkharchhu basin o f the  Bumthang dist r ict  in 

central Bhutan. The Chamkhar town (Fig.  1) ,  which lies along the flood plains o f 

Chamkharchhu, is  regarded as highly vulnerable to  rainstorm floo ds and Glacia l 

Lake Outburst  Floods (GLOFs) due to  its low elevat ion and set t lements being 

concentrated along the r iver banks.  The Bathpalathang domest ic airport  (shown in 

Fig.1) ,  located upstream of Chamkhar town, is also highly vulnerable to  flooding.  

The 2009 Cyclone AILA brought  heavy rain to  the country,  causing significant  

flooding in t he area where farmlands along the flood plains were inundated due to 

swollen r ivers.   

 



 

Fig. 1. Study area: Chamkhar valley, Bumthang 

 

2.2.  UAV and Equipment  

The select ion o f the type o f UAV plat form depends on the user ’s end object ives,  

data requirements,  and payload capabilit y.   Both fixed -wing and mult icopter UAV 

platform has their  own mer its and demerit s owing to t heir  applicat ions,  site  

condit ions,  and weather condit ions.  For low-alt itude flights that  co llect  finer  

surface details and relat ively small area coverage, mult icopter s are a bet ter cho ice 

as they can take off and land on a small space (Jiménez-Jiménez et  al. ,  2021) .   

For this study, a DJI Matr ice 300 RTK equipped with a LiDAR sensor  (Zenmuse L1)  

was used for data collect ion. The DJI Matr ice 300 (M300) is a versat ile and 

advanced drone plat form that  supports a wide range o f applicat ions,  including aer ia l 

inspect ion, surveying, and mapping. One of it s key features is it s compat ibilit y wit h 

Real-Time Kinemat ic (RTK) techno logy, which significant ly enhances it s  

posit ioning accuracy. The RTK techno logy is used to  enhance the precision o f 

satellite navigat ion by using a network of fixed ground stat ions that  provide real -



t ime correct ions to  the drone’s onboard GPS. The integrat ion of RTK with the DJI  

M300 significant ly enhances its capabil it y for high -precis ion applicat ions.  By 

reducing posit ional errors to the cent imeter level,  RTK enables the M300 to perfor m 

complex tasks with greater accuracy and relia bilit y,  making it  a powerful tool for  

DTM generat ion.  

For the RTK int egrat ion, the drone is connected to  the Tr imble GNSS R10 (base 

stat ion) which relays t he real-t ime accurate ground posit ions to  the drone for its  

posit ional accuracy as shown in Fig.  2.  The GNSS base stat ions used for this study 

are marked in Fig.1.  Us ing RTK-equipped UAV foregoes the need to  lay Ground 

Control Po ints (GCPs) but  the overall accuracy is expected to  be slight ly less  

(Štroner et al. ,  2020) .  For vegetated and large areas,  laying GCPs can be tedious,  

and the workflow is considerably faster when GCPs are not  used. For the areas where 

the use of GCPs is not  feasible,  the use o f mult ip le GNSS fixed base stat ions can be 

used to acquire different ially corrected geo locat ion of the images with very high 

accuracy (Mart ínez-Carr icondo et  al. ,  2023) .  

 

Fig. 2. RTK integration schematic with GNSS base station for UAV survey 

                                                                                

2.3.  Data Acquisition and Mission Planning  

 

The images used in this study were obtained using Zenmuse L1, a LIDAR sensor  

with an RBG camera,  which is an ult imate so lut ion for aer ial surveying. The missio n 

planning was carr ied out  in the  DJI Pilot  2 app built  with the remote controller (RC).  

Proper integrat ion of RTK with the RC and UAV is essent ial to  ensure accurate 

geo locat ion o f images and for post -processing workflow. The operat ion o f UAVs in 



Bhutan requires permission from the  Bhutan Civil Aviat ion Authority (BCAA) , and 

the flight  alt itude is limited to 90  m above the ground level (Bhutan Civil Aviat ion 

Author ity,  2017) .  The flight  paths in each mission are paralle l with constant  forward 

and side over laps and the  camera is or iented vert ically (90 deg angle)  as shown in 

Fig.  4.  The coverage area,  camera locat ion, and flight  paths are presented in Fig.3.   

A total area of approximately 6.8 km 2  was covered by the aer ia l survey which 

inc ludes all t he major set t lements in the Chamkharchhu r iver basin ,  from Kurjey 

(upstream) to  Jalikhar  (downstream).  

 

Fig. 3. Flight path and camera location of UAV survey 

The flight  parameters (alt itude, over lap, flight  speed) and the LiDAR set t ings (po int  

cloud density,  ground sampling distance (GSD), etc.)  are presented in Table 1.  The 

scanning mode o f the LiDAR is set  to  repet it ive and single return mode with a 

sampling rate o f 240 KHz and RBG co lor ing.  

                                       Table 1. Flight parameters and sensor settings 

Sl.no  Flight /sensor parameters  Values  

1  Flight  alt itude (m)  90  

2  Flight  speed (m/s)  10  

3  Overlaps (side)-LiDAR (%)  70  

4  Overlaps ( forward)-LiDAR (%)  70  

5  Point  cloud density (po ints/m2)  290  

6  GSD (cm/pixel)  4.09  

 



A total of 3250 images were collected from 12 flight  missions with nine ground base 

stat ions.  The photos, along with the RTK files ,  are extracted for further data 

processing and DTM generat ion.  

 

 

Fig. 4. Aerial survey approach set up using DJI M300 equipped with LiDAR sensor 

2.4.   Data Processing  

Generat ing a Digit al Terrain Model (DTM) using UAV LiDAR data with DJI TERRA 

and Metashape invo lves a detailed and precise workflow that  leverages the st rengths 

of both so ftware plat forms.  Fig.  5 presents a generalized workflow o f the UAV data 

processing from DTM generat ion using DJI TERRA and Agiso ft  Metashape .  



 

Fig. 5. Generalized UAV data processing workflow adopted for this study 

The flight  planning and flight  parameter setup were carr ied out  in the DJI Pilot  2  

app with desired po int  cloud density and GSD for  acquir ing high-reso lut ion LiDAR 

data.  The raw LiDAR data is processed in DJI TERRA to create accurate point  

clouds,  ensur ing precise georeferencing and alignment .  This so ftware generates 

realist ic 3D models and po int  clouds from photos ,  which can then be exported to  

common formats for image reconstruct ion based on the object ives as shown in Fig.6.  

This preliminary processing is crucia l for filter ing out  noise and unwanted dat a 

points.  This process converts proprietary LiDAR (.LDR) to a more usable format  

(. las) ,  which can be used for processing in Metshape, GIS, and other data processing 

so ftware.   



 

 

 

 

 

 

 

 

 

 

 

 

Once the po int  cloud data is prepared, it  is exported to Metashape, which excels in  

advanced photogrammetry and 3D modeling. In Metashape, the po int  clouds are 

further refined, and algor ithms are applied to classify ground po ints,  removing 

vegetat ion, buildings,  and other non-ground elements.  This class ificat ion is 

essent ial for generat ing a t rue representat ion o f the terrain.  The filt ered ground 

points are then used to create a detailed and accurate DTM , while the unclassified 

points are used for generat ing DSM with varying reso lut ions,  as shown in Table 2 .  

The products generated after processing in Metashape are presented in Fig.  7.  The 

spat ial reso lut ion o f the generated products can vary depending on the user ’s 

requirements,  alt hough GSD can play a  vital ro le in that  aspect .   

 

Table 2. Summary of products generated in Metashape 

Area 

surveyed  

(km2)  

Georeferencing 

method  

Cameras 

Total/aligned  

Dense cloud 

points 

(number)  

Orthomosaic/DTM 

reso lut ion (cm)  

6.8  RTK  3250/3250  357,455,725  4.1/12.5  

 

The int egrat ion o f DJI TERRA and Metashape ensures high -qualit y geospat ia l 

products such as DTM, DSM, and Ortho mosaic,  facilitat ing applicat ions such as 

Fig. 6. LiDAR point cloud processing in DJI TERRA (top) and sectional view of the terrain with clear line of 

vegetation and ground (bottom). 



topographic mapping, land-use planning,  environmental monitoring , and 

hydro logical modeling.  

 

Fig. 7. Products generated from Agisoft Metashape using UAV image and LiDAR data ((a) Sparse 

cloud, (b) Dense cloud, (c) Dense cloud classification, (d) Digital Terrain Model, and (e) Ortho 

mosaic). 

 

2.5.   Accuracy Assessment  

The direct  georeferencing capabilit ies o f UAVs equ ipped with GNSS RTK forego  

the need to use GCPs. Several studies (Harwin et  al. ,  2015; Mart ínez-Carr icondo et  

al. ,  2023; Taddia et  al. ,  2020; Žabota & Kobal,  2021 ) have demonstrated the methods 

to  assess the accuracy o f the geospat ial products generated from UAV  images.  A 

more detailed assessment  using GCPs compiled by (Jiménez-Jiménez et  al. ,  2021)  

emphasizes the importance of GCP dist r ibut ion and the  number of GCPs 

recommended for the  size o f the  survey area and terrain morpho logy. In this study,  

a simpler approach is adopted where the  ground GNSS stat ion data are used to  

georeferenced the products generated ; fo r more comprehens ive assessment ,  GCPs 

are required to  validate it .   

 

 



3.  Results 

3.1.  Generation of Digital Terrain Model and Ortho mosaic  

The DTM is generated from the classified point  cloud where vegetat ion and man -

made st ructures are removed . The images are georeferenced with the different ia l 

posit ion acquired from the GNSS base stat ions.  The DTM, Digit al Surface Mode l 

(DSM), and Orthomosaic obta ined in this  study are presented in Fig.8.  The DTM 

generated in this study captures highly accurate geological features and recent  land 

use changes along the r iver and r ipar ian sett lements.  In DTM, all the st ructures and 

vegetat ion are removed, and a bare earth model is presented , while DSM contains 

all o f these features (Fig.  7b, c).  

 

Fig. 8. Different models generated from LiDAR-equipped UAV: (a) 3D model of DTM for study 

area, (b) DSM, (c) DTM, and (d) Orthomosaic of Chamkhar town 

The DTMs and Orthomosaic are extracted for further applicat ion in flood hazard 

mapping at  a spat ial reso lut ion of one meter.  A detail use of DTM for flood analys is 

and mapping is discussed in sect ion 4.  

 



4.  Application of UAV-derived DTMs for Flood Hazard Mapping 

4.1.  Review of related studies  

The digit al terrain models have a wide range of applicat ions,  as descr ibed in the 

ear lier sect ions o f this paper.  The applicat ion of LiDAR-equipped UAV-der ived  

terrain models is seen as a fundamental input  for hydro logic and hydraulic models  

as the accuracy o f terrain models affects the modeling results (Muhad i et  al. ,  2020) .  

Var ious studies (Casas et  al. ,  2006; Jakovljevic et  al. ,  2019; Muhadi et  al. ,  2020; 

Sampson et  al. ,  2016; Trepekli et  al. ,  2022)  has demonstrated the use o f terrain 

models der ived from UAVs and LiDAR-equipped UAVs for hydro logical modeling 

and,  in part icular,  flood hazard mapping with highly accurate result s.   

Open-access global dig ital elevat ion models like AW3D, SRTM , and ASTER have 

been commonly used for flood modeling purposes ,  but  the result s rarely represent  

the ground realit y due to  inherent  bias in such elevat ion models.  Courty et  al. ,  2019  

compared the flood modeling simulat ion result s from such global models with the 

LiDAR-der ived DTM and concluded that  the performance of DTM is closest  to  

realit y.  An accurate representat ion of terrain is cr it ical to  leverage the informat ion 

generated from flood modeling for vulnerabilit y ident ificat ion and r isk mit igat ion.  

A LiDAR-based UAV-der ived DTM can produce high-reso lut ion and more accurat e 

flood hazard maps for bet ter decision- making and flood disaster management  (Puno  

et  al. ,  2018) .  

The topographical changes that  occur due to river flow path alterat ion and changes 

in land use,  largely due to past flood events and urbanizat ion are essent ial to  

understand flood risk in t he future.  The global digit al elevat ion models rarely 

capture these changes due to  t heir  low temporal and spat ial reso lut ion which makes 

it  obso lete for its use in small-scale flood hazard and r isk assessment .   

4.2.  LiDAR DTM for flood hazard mapping  in Chamkharchhu  

The present  study assesses it s applicat ion through a case study, where a flood hazard 

assessment  o f the study area (Chamkharchhu) is carr ied out .  The spat ial reso lut ion 

of the DTM used in t his case study is one meter in both direct ions to reduce the 

computat ional t ime dur ing the analys is  and modeling. Hydro logic Engineer ing  

Centers Flood Analys is Soft ware (HEC-RAS) is a commonly used hydrodynamic  

model that  allows users to  perform 1D and 2D flow simulat ion s for flood hazard 

assessment  (Brunner & CEIWR-HEC, 2016).  In this case study, 2D unsteady flow 

simulat ion was performed since it  represents spat ially var ied flow hydrau lics 

(Horrit t  & Bates,  2001) .  Flood hazard mapping is essent ial in predict ing pro jected 

water levels and ind icates the degree o f vulnerabilit y dur ing the flood event .  



To validate the performance of the UAV-derived DTM, the simulat ion results were 

compared with the simulat ion result s using AW3D DEM  (12.5 m reso lut ion)  as it  

per formed bet ter than other global DEMs (Courty et  al. ,  2019)  and the field  

observat ions.  The difference in ground representat io n by terrain models from globa l 

source and DTM developed in this study (Fig.9) which clear ly shows the super io r  

representat ion o f the ground features by DTM (c) compared to other global DEMs  

(a & b).   

Fig. 9. Global digital elevation model comparison with LiDAR DTM, (a) ASTER DEM-30m, (b) 

ALOS DEM-12.5m, and (c) LiDAR-derived UAV DTM-1m. 

The Cyc lone AILA (2009) flow was simulated since it  was the highest  recorded flow 

in the study area,  causing major flooding in the area ,  and was used for fie ld 

validat ion. The result s of flood analys is using ALOS DEM and DTM are illust rated  

(Fig.  10).  The simulat ion was carr ied out with the same parameters and input  data 

except  for the terrain model.  The result  shows that  even the best -performing globa l 

digit al terrain models are inadequate and rarely produce accurate result s.  The  

simulated flood inundat ion extent  for ALOS DEM was smaller and unrealist ic ,  

which can be at t ributed to  its coarse resolut ion and requi rement  for hydro logica l 

correct ion to  the original DEM. The presence o f spikes and sinks in the DEM and 

r iver channe l great ly impacts the flood inundat ion depth by damming the routed 

flow in the simulat ion, which is why there are unusually high flood depths in the 

result .     



Fig. 10. 

Comparison of flood extent and depth obtained from flood simulation: (a) ALOS DEM; (b) 

LiDAR-equipped UAV-derived DTM. 

The simulat ion resu lt  using the DTM produces more realist ic results that  are  

comparable to  the field observat ions.  The simulated flood inundat ion extent  

corresponds well to the observed data  (Fig.  10).  The simulated flood depth for  

different  return per iods and events are shown in Fig.  11.   

 

 

 

 

 

5.  Challenges and Future Prospects/way forward  

Fig. 11. Longitudinal profile of study area with simulated flood depth for different scenarios extracted from HEC-RAS model 



Floods are one of the most  commonly occurring natural disaster s,  and their  

frequency is  expected to increase due to  climate change, land use changes ,  and 

rapid urbanizat ion (Muhadi et  al. ,  2020) .  Furthermore, the Himalayan countr ies are 

exposed to  the threat  of potent ial Glacial Lake Outburst  Flood s (GLOFs),  whose 

frequency and intensity are expected to  increase in the future.  Understanding the 

degree o f r isks posed by flood/GLOF is essent ial in planning and designing 

appropr iate adaptat ion and mit igat ion measures.  Flood hazard maps are fundamenta l  

tools for managing flood r isks,  urban planning ,  and disaster preparedness.  The use 

of UAVs and LiDAR techno logies in recent  years is  a promis ing approach to 

generat ing accurate topographic data.  The LiDAR-der ived DEM/DTM in the context  

of flood modeling captures sma ll-scale features and small changes in topographica l 

representat ion,  which are cr it ical since flood inundat ion responses are highly 

sensit ive to  them.  

However,  the classificat ion o f ground points from non -ground data for DTM 

generat ion is complicated ,  especia lly in sett led and vegetated areas.  The process o f 

ground point  classificat ion is iterat ive ,  and a proper algor ithm must  be applied to  

generate accurate DTMs. The LiDAR sensor does not  penetrate water bodies ,  and 

the r iver beds are not  represented in L iDAR mapping.  The bathymetr ic LiDAR, a 

spec ialized remote sensing techno logy, can be used to operate over water to  collect  

bathymetr ic data.  Also, f ield-surveyed cross-sect ions o f the r ivers can be integrated 

with the LiDAR-generated DTM to produce proper DTMs. In addit ion, LiDAR 

sensors are expensive equipment  even for UAVs and require huge storage and 

comput ing resources,  which are financia lly unviable for a deve loping country.   

6.  Conclusions  

In this study, we demonstrated the methodo logy to generate DTM using LiDAR-

equipped UAV and its applicat ion in flood mapping. The LiDAR -equipped UAVs are 

capable of providing accurate and high -reso lut ion terrain models.  An accurate 

representat ion o f the  ground surface is essent ial for flood modeling and management  

(Muhadi et  al. ,  2020)  as the performance of the  model is highly dependent  on the 

DTM accuracy. The simulated result s demonstrate the significant  influence of DTM 

accuracy in flood depth and the inundat ion extent ,  which affirms the use of high-

reso lut ion terrain models ,  especia lly in small- scale flood modeling studies.  The 

UAV-LiDAR systems can capture and ident ify small topographical features like 

build ings,  br idges,  walls,  vegetat ion, etc. ,  which can have a  substant ial influence 

on flood pathways and flood t ravel t ime.  A terrest rial survey o f r iver bathymetr y 

and its integrat ion with the terrain mode ls is vital to produce more accurate flood 

maps and flood zone delineat ion.  



Since the UAV platform is equipped with GNSS and RTK integrated, georeferenc ing 

was obtained wit hout  GCPs, as laying GCPs over a large area can be tedious.  We 

conclude that  RTK-integrated UAVs provide highly accurate result s ,  present ing a 

viable alt ernat ive to global products ,  especially in flood mapping and land use 

planning. The simulated flood result  using DTM generated through this study shows 

a  very close inundat ion extent  to the observed flood in the Chamkhar Valley. To 

improve the accuracy, further surveys  in combinat ion with GCPs and r iver  

bathymetry need to  be conducted.   
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